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tionsVinay L. Kashyap, Jeremy J. Drake, and Sun Mi ChungCXC/SAO, 60 Garden St., MS-83, Cambridge, MA, USAABSTRACTThe HRC-S is a mi
ro
hannel plate dete
tor on board Chandra and is primarily used for spe
tros
opi
observations with the Low Energy Transmission Grating Spe
trometer (LETGS) in pla
e. Photons are dete
tedvia signals read out from evenly spa
ed wires underneath the plates and positions are 
omputed by 
entroidingaround the strongest ampli�er signals. This pro
ess leads to gaps in between the taps where no events are pla
ed.A deterministi
 
orre
tion is then made during ground pro
essing to these event lo
ations to remove the gaps.We have now developed a new, empiri
al degap 
orre
tions from 
ight data. We des
ribe the pro
edure we use,present 
omparisons between the new degap and lab-data based degap, and investigate the temporal stability ofthe degap 
orre
tions.Keywords: Chandra, HRC-S, LETG, degapping, dispersion, 
ontinuum sour
es1. INTRODUCTIONThe Chandra X-ray Observatory1 is a high-resolution imaging teles
ope in an e

entri
, deep-spa
e orbit. One ofthe instruments on board is the High Resolution Camera (HRC; a set of multi-
hannel plate dete
tors, MCPs)2that use a 
rossed grid 
harge dete
tor3 to register the lo
ations of X-ray events to a pre
ision of � 6:43�m, or0:13200. The HRC has an intrinsi
 spe
tral resolution of �EE � 1 at 1 keV, but when used in 
onjun
tion withthe Low Energy Transmission Grating Spe
trometer (LETGS), a resolution of 0.05�A FWHM, 
orresponding toa spread over � 8 pixels, 
an be a
hieved. The performan
e of the LETGS is strongly tied to the a

ura
y ofthe position determination of the photons. Here we 
onsider the e�e
ts of a primary 
hara
teristi
 of the HRCposition determination algorithm that dire
tly a�e
ts its a

ura
y and 
onsequently the wavelength registrationof grating data.The LETGS is primarily used in 
onjun
tion with the spe
tros
opi
 array, the HRC-S.4 The HRC-S 
onsistsof 3 MCPs, with 1513 wires along the dispersion dire
tion (the V -axis) and 121 wires along the 
ross-dispersiondire
tion (the U -axis) with a wire pit
h of 0.2057 mm. An ampli�er taps into this 
rossed grid at every eighthwire, with the result that there are 190 and 16 \taps" along the V and U axes respe
tively. The 
harge 
loudgenerated by an in
oming photon at the base of the MCP is read out by these ampli�ers, and the position of theevent is determined using the so-
alled \three-tap algorithm".3 The tap with the strongest signal is designatedas the site of the event, and the position is further re�ned by 
ombining the signal from this ampli�er, say Ai,with those from the adja
ent taps to determine the �ne positionfp = Ai+1 �Ai�1Ai+1 +Ai +Ai+1 : (1)However, be
ause 
harge in taps beyond the nearest ones is un
olle
ted, this results in gaps near the edge ofthe taps where there will be a de�
it of events (see top left plots of Figure 1). Note that unlike teles
opevignetting, pileup, or Quantum EÆ
ien
y (QE), this is not lossy (i.e., the photons are not lost; they are simplymispositioned) and 
an be deterministi
ally 
orre
ted with a suitably 
onstru
ted degapping algorithm.5Further author information: (Send 
orresponden
e to V.L.K.)V.L.K.: E-mail: vkashyap�
fa.harvard.edu, Telephone: +1 617 495 7173Copyright 2004 So
iety of Photo-Opti
al Instrumentation Engineers.This paper was published in UV and Gamma-Ray Spa
e Teles
ope Systems, G. Hasinger, and Martin J.L. Turner, Editors,Pro
eedings of the SPIE Vol. 5488, pp. 115-123 (2004), and is made available as an ele
troni
 reprint with permission ofSPIE. One print or ele
troni
 
opy may be made for personal use only. Systemati
 or multiple reprodu
tion, distributionto multiple lo
ations via ele
troni
 or other means, dupli
ation of any material in this paper for a fee or for 
ommer
ialpurposes, or modi�
ation of the 
ontent of the paper are prohibited.



The degapping algorithm 
urrently used for Chandra data analysis (the \CALDB degap") was derived by�tting symmetri
 5th-order polynomials around tap 
enter, to lab data.6 This algorithm still has some defe
ts,su
h as a 1-pixel drop-o� between taps, invalid 
orre
tions due to the assumed symmetry of the degapping,et
. These errors have been suspe
ted to be the 
ause of the observed non-linearities in the LETGS+HRC-Sdispersion relation.7 Here we seek to verify the CALDB degap using on-orbit data, and update the degapping
oeÆ
ients for V taps to assist in the LETGS wavelength 
alibration. We have developed a new approa
h tothe problem that relies on making empiri
al 
orre
tions. We list the datasets used for this analysis in x2, andbrie
y des
ribe the data redu
tion, extra
tion, and the derivation of the empiri
al degapping parameters in x3.The results are des
ribed in x4 and summarized in x5.2. DATAWe have 
hosen a number of 
ontinuum sour
es whi
h were observed with the HRC-S+LETG to determine thedegapping parameters along the dispersion axis of the instrument. The datasets 
hosen (see Table 1) in
ludeboth sour
es that were observed expressly for 
alibration purposes (e.g., PKS2155-304, HZ 43, Sirius B) as wellas GO (e.g., Mkn 421, RXJ 1856) and DDT observations (RXJ 1856), and 
over the entire timeline of Chandra'soperation from 1999 till 2003. This last fa
tor allows us to explore the time dependen
y of degapping 
orre
tions.We 
oadd data from PKS2155-304, HZ 43, Mkn 421, and SiriusB in our derivation of degapping parameters.Table 1. Observation ID numbers of datasets usedSour
e 1999 2000 2001 2002 2003PKS 2155-304 331 1704 1013,3166 3709 ...HZ 43 59,1170 ... 1011,1012 2584,2585 3676Mkn 421 ... ... ... ... 4149RXJ 1856.5-3754 ... 113 3380,3381,3382 ... ...Sirius B 1421,1452,1459 ... ... ... ...3. ANALYSISThe HRC-S poses some unique pra
ti
al diÆ
ulties in the determination of degapping solutions using on-orbitdata. Due to an un
orre
table error in the onboard ele
troni
s, the anti
oin
iden
e 
ounter has been turnedine�e
tive, and the telemetered data 
ontain a large number of parti
le events, whi
h strongly a�e
ts the patternof the ampli�er signals, and adversely a�e
ts the degapping solution. These ba
kground events are redu
ed,but never entirely eliminated, using various �ltering steps during analysis. Therefore, degapping solutions arestrongly tied to the �ltering applied to the data.� Further, the analysis naturally depends on photons dispersedby the LETGS, whose numbers depend on the shape of the sour
e spe
trum and the teles
ope e�e
tive area, andhen
e there are less data available on the outer plates. Note that it is imperative that the true distribution ofthe photons a
ross a tap be known exa
tly, or else the degap solution will be subje
t to large systemati
 errors.Hen
e we limit our analysis to 
ontinuum sour
es, whi
h minimize large deviations within a tap.3.1. Redu
tion and Extra
tionIn all 
ases, we begin with the so-
alled Level 1 event �les, whi
h lists the ampli�er signals in three adja
ent tapsfor ea
h event, along ea
h axis. The �ne positions are 
omputed as in Eqn. 1, in
luding other 
orre
tions su
has the tap-ringing 
orre
tion5 and the ampli�er s
ale 
orre
tions.9The pipeline derived SKY 
oordinates are then used to �lter the data to extra
t events along the dispersionaxis. The dispersion axis is determined using previously degapped and aspe
t-
orre
ted data. Events falling�For instan
e, the CALDB degap is derived from data whi
h has been �ltered with the so-
alled H-test,8 while 
ightdata from HRC-S are not.



within this region are in
luded as sour
e photons. This ensures that we extra
t the relevant photons in a narrowstrip and thus minimize the 
ontribution of the ba
kground events. The ba
kground events are further redu
edby status-bit �ltering whi
h a

ounts for various instrument-based diagnosti
s, and by removing all events withPI = 255. We estimate that at the end of this pro
ess, the 
ontribution of the ba
kground events is � 10%.The remaining events are then binned into a spe
trum, and then the aspe
t solution is used to undither it to thespe
trum as it would be seen in dete
tor 
oordinates. The raw event distributions in ea
h tap are then requiredto mat
h this spe
tral shape. This has the advantage that the gross shape of the photon distribution a
ross thetaps is properly a

ounted for, though small-s
ale irregularities in the QE are not. An example of the a
tualevent distribution and the model are shown in the top left plots of Figure 1.3.2. Degapping Pro
edureIf the expe
ted distribution of the degapped data over a tap is 
at, then the observed distribution of �ne positions
an be 
attened (and 
onsequently degapped) by sorting the events by 
urrent lo
ation, and then moving theith event to the lo
ation fempp = iN � 0:5 relative to the 
enter of the tap, where N is the total number of events.Su
h a transformation would result in a histogram of events that is exa
tly 
at. Hen
e, the degapping 
orre
tionwould be Æpix = fempp � fp : (2)That is, if photons at �ne position fp are moved by a distan
e Æpix, the distribution of events a
ross the tap willbe
ome identi
ally 
at. When the expe
ted distribution is not 
at, the degapping 
orre
tion 
an be 
al
ulated ina spa
e where the model shape has been transformed to be 
at. This is equivalent to 
omputing fempp = F (i)�0:5,where F (i) is the 
umulative representation of the model shape, su
h that F (0) = 0 and F (N) = 1.Note that the exa
t solution as derived above is de�ned for the lo
ation of all the photons, and inherentlyin
ludes the e�e
ts of statisti
al errors in the data. We summarize this solution by averaging the derived Æpixover small (1-pixel) ranges of fp. This is then used to 
orre
t the event lo
ations in other observations that utilizethe HRC-S (e.g., in studies of non-linearities in the dispersion relation10). We have also �t 5th-order polynomialsto the exa
t solution in order to fa
ilitate its in
orporation into the Chandra 
alibration database in the future.An example of the degapping solution Æpix is illustrated in the top right plots of Figure 1, as derived from thedata shown at top left of the same �gure. Applying the degap 
orre
tion results in the events being redistributeda
ross the tap with no gaps left in between (see bottom left plots of Figure 1). The empiri
al degap solutiondi�ers signi�
antly from the CALDB solution (see bottom right plots of Figure 1).3.3. LimitationsAs alluded to above, the empiri
al degapping solution derived here is dependent on a number of fa
tors. Thesein
lude the �ltering steps used to redu
e the ba
kground, the sele
tion of a suitable 
ontinuum sour
e, and propermodeling of the 
ounts distribution a
ross a tap.Note that ba
kground 
annot be subtra
ted out, nor 
an the ba
kground events be perfe
tly identi�ed andeliminated from the analysis. We have applied stringent �lters to the data to redu
e the amount of ba
kground
ontamination to on average � 10%, to about 20 
ounts in ea
h bin. The 
ontamination is higher at the extremeends of the dete
tor where there are fewer sour
e 
ounts in general. Thus, the degap solutions are most reliablein the 
enter 
hip. E�orts to improve the �ltering and to de
rease the ba
kground in other ways are ongoing.Further, when the 
ounts distribution model shape 
hanges steeply (e.g., at the 0th-order, at plate gaps, orat dete
tor edges), the degap solution may be subje
t to systemati
 errors whose magnitude depends on thea

ura
y of the modeling, i.e., the a

ura
y of the aspe
t solution. These systemati
 errors usually lead to largedeviations in the degap solutions whi
h 
an be easily identi�ed. Also, the solutions do not take into a

ountsmall-s
ale variations in QE a
ross a tap whi
h may be inadvertently smoothed out. In other words, the empiri
aldegap solution is only as good as the model.We also assume that the order of the events as a fun
tion of �ne position remains un
hanged after applyingthe degapping 
orre
tion, and that all events are a�e
ted. While these are reasonable assumptions, their validityhas not been established.



Figure 1. TOP LEFT: Raw 
ounts distribution a
ross a tap, illustrating the gap between taps. The light solid lineis the expe
ted distribution of the 
ounts, based on the observed spe
trum. Two sets of adja
ent taps are shown: theset on the left spans the C edge along the +ve dispersion and shows the need for proper modeling of the spe
trum; theset on the right is near � �25�A, and is ostensibly better behaved, i.e., 
atter, but note the s
alloping at the left edge.TOP RIGHT: Position shifts required to �ll out the gaps between taps. The empiri
ally determined 
orre
tion is shownas the thin line. Also shown, o�set for 
larity, are the 
urrent CALDB implementation of the degap 
orre
tion (pluses;shifted upwards), and a 5th-order polynomial �t to the empiri
al solution (diamonds; shifted downwards). Note the largedi�eren
e between the CALDB and empiri
al solutions for tap 112. BOTTOM LEFT: As in the plots at top left, butfor degapped data in tiled dete
tor 
oordinates. The data are shown for 
orre
tions made with di�erent methods, ando�set from the exa
t solution (thi
k light solid line) for 
larity. The CALDB solution (shifted downwards) still showsa residual 1-pixel gap, whi
h has been eliminated in the empiri
al polynomial solution (5th-order polynomial �t to theexa
t solution; shifted upwards). BOTTOM RIGHT: The 
orre
tion to the CALDB degap. The di�eren
e betweenthe position shifts derived from the CALDB degap and the empiri
al solution are shown for the same taps as above. Thesmooth line represents the di�eren
es between the CALDB degap and the 5th-order polynomial �t to the empiri
al degap.Note that the empiri
al degap removes the s
alloping at the left edge of tap 112, while the polynomial �t does not.Finally, we have explored the temporal stability of the degap solutions (see x4.2 below), and �nd somesigni�
ant 
hanges in the required 
orre
tions over the years. Su
h 
hanges must be better 
hara
terized, andin
orporated, in the degap solution.



4. RESULTS4.1. Empiri
al DegapThe empiri
al degapping 
orre
tion to the CALDB degap is shown in Figure 2, whi
h shows the 
orre
tionsfor all 3 MCPs. The values shown must be added to the pixel position shifts derived with the CALDB degapto obtain the 
orre
t degap shifts. Note the re
urring pattern in the 
orre
tions, where taps 
orresponding tosimilar lo
ations on the MCPs all show similar behavior (e.g., 
ompare the regions around taps 48, 112, and 175in Chips 1, 2, and 3 respe
tively). This behavior was previously identi�ed in an analysis of tap ampli�er signalsof 
ight data,11 and has now been 
on�rmed with the empiri
al degap solution.In order to summarize the magnitude of the 
orre
tion for ea
h tap, we 
onsider the mean absolute di�eren
esbetween the CALDB and empiri
al degap solutions in Figure 3. Note the large errors at 
hip gaps and at the0th-order lo
ations; improved modeling for these regions is in progress. In general, the average 
orre
tion is � 2pix (the verti
al bars), but in 
ertain lo
ations within the tap, the 
orre
tion may be as large as 6� 8 pix.The CALDB degap is 
al
ulated assuming that the 
orre
tions are symmetri
 around tap 
enter, and that the
orre
tion at tap 
enter is zero. Our measurements however show that both assumptions are invalid at almostall taps, with the zero-point (i.e., that position along the tap whi
h requires no degapping 
orre
tion at all)being many tens of pixels away from tap 
enter. There is no dis
ernible pattern to these shifts in the zero-point;
hanges in the zero-point towards both positive and negative fp are seen (see Figure 3).To demonstrate that the empiri
al degapping solution works, we have applied it to a line sour
e, Capella.In Figure 4, we show the region of the spe
trum 
orresponding to the FeXVII line, with degapping 
orre
tionsapplied using the CALDB degap and the empiri
al degap. It is 
lear that the empiri
al degap aligns the photonsbetter than the CALDB degap, though there are residual deviations that are still unexplained.4.2. Temporal VariationsAs pointed out in x2 and Table 1, we have suÆ
ient temporal 
overage with our 
hosen datasets to explorethe possible time dependen
y of the degapping solution. That is, we 
an 
onstru
t a degapping solution forea
h year of Chandra's operation and 
ompare them with ea
h other to determine whether they have remainedstable. However, breaking the full 
oadded data into yearly groups means that the statisti
al error on the degapsolutions in
reases for ea
h group. The redu
ed number of 
ounts also in
reases the propensity for systemati
errors, sin
e a Poisson 
u
tuation in one bin 
an be a signi�
ant fra
tion of the 
ounts in that bin, and thereby
auses nonlinear horizontal shifts in the run of Æpix. We estimate the magnitude of these systemati
 errors by
omparing observed 
ounts in a bin to the statisti
al error in adja
ent bins, and adopting their inverse ratio asan estimate of the magnitude of the systemati
 error.The mean absolute yearly 
hange in the degap 
orre
tion is shown in Figure 5 as verti
al bars. In order toestimate the signi�
an
e of these quantities, we derive a variability index in the form of a �2 estimate by takingthe square of the ratio of the yearly di�eren
es and the square-added errors. This index is shown in Figure 5as a histogram for all of the taps. Taps where it ex
eeds 4 are unstable. In order to be 
onservative, we have
hosen the maximum systemati
 error in ea
h tap as being representative of the systemati
 error in that tap.We note that ea
h 
hip has a few taps whi
h show an yearly 
hange that is in
onsistent with expe
ted statisti
al
u
tuations. A thorough analysis of the error budget is still in progress and more taps may be 
agged as unstablein the future. 5. SUMMARYUsing LETGS+HRC-S data, we have 
onstru
ted new degapping 
orre
tions for the HRC-S dete
tor for tapsalong the dispersion axis. We 
ompute the position shifts to the raw positions that are ne
essary to remove thegaps between the taps and 
ompare these to the degapping solution derived from lab data. We �nd signi�
antdi�eren
es between the two, 
onsistent with re
ent independent �ndings of ampli�er mismat
hes in the HRC-Sand non-linearities in the LETGS dispersion relation. In general, the di�eren
es are of suÆ
ient magnitude toa

ount for the non-linearities in the dispersion relation, but in pra
ti
e do not fully explain these non-linearities.We also estimate the temporal stability of the degap solution, and �nd that 
ertain regions of the dete
tor areprone to large 
hanges over times
ales of years.



Figure 2. Empiri
al 
orre
tion to the CALDB degapping solution for all taps along the dispersion axis, for HRC-S1 (toppanel), HRC-S2 (middle panel), and HRC-S3 (bottom panel). The di�eren
e in pixel shifts between the empiri
al andCALDB solutions are plotted. A pixel 
overs 6:43 �m, or 0.0067 �A on the dispersion s
ale; for 
ontext, the line responsefun
tion has a FWHM of 0.05�A, or � 8 pixels. Also shown in the lower part of ea
h panel is the spe
trum used todetermine the true distribution of 
ounts over a tap (solid light line); this is o�set and res
aled to arbitrary linear unitsfor purposes of illustration. Note the large spikes 
orresponding to the lo
ations of the zeroth orders of the 
oadded data.The approximate wavelength s
ale for a nominal pointing is shown along the top of ea
h plot.



Figure 3. A tap-wise summary of the magnitude of the 
orre
tions. The maximum positional shift di�eren
e betweenthe CALDB and the empiri
al degapping solutions are shown as the solid histogram, and estimates of the mean absolutedi�eren
es are shown as verti
al bars, the sizes of whi
h represent the standard deviations in the absolute di�eren
es.The CALDB solution assumes that the degap 
orre
tion at the middle of the tap is zero; the empiri
al solution does notmake that assumption, and taps where the zero-point is shifted to the right are displayed with dashed verti
al bars, andthose where the zero-point is shifted to the left are displayed with solid verti
al bars.



Figure 4. LETGS+HRC-S dispersion non-linearities as seen from the deviations in a spe
tral line from Capella. Left:Tiled dete
tor positions along the dispersion axis (and 
orresponding wavelengths) with the CALDB degap applied. Thehorizontal line indi
ates the measured lo
ation of the FeXVII line, and the bla
k dots represent best-�t lo
ations oversmall regions of TDETY, derived by binning the photons (shown as light dots) and �tting �-pro�les to them. Right:Same as left panel, but using the empiri
ally determined degap 
orre
tions. This 
orre
tion 
learly brings the events intoline better than the CALDB degap, though there are some as yet unexplained residuals.ACKNOWLEDGMENTSWe thank Brad Wargelin for many useful 
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Figure 5. Temporal stability of the degapping solutions for the 3 
hips (top: HRC-S1; middle: HRC-S2; bottom: HRC-S3). For ea
h tap along the dispersion axis, �2-like index, the square of the ratio of the mean 
hange per year to theerror is 
al
ulated, and plotted as the solid histogram. The errors in
lude both statisti
al and systemati
 
omponents,the latter whi
h are 
onservatively overestimated. Values of the variability index that lie above the dotted line indi
atetaps with unstable solutions. Also shown as verti
al bars are the mean absolute yearly 
hange in the degap positional
orre
tion for ea
h tap (s
ale on right hand side).
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