
When Will We Detect Gravitational Waves: 
Sensitivity Projections for Pulsar Timing Arrays

Justin Ellis 
Einstein Fellow, JPL/Caltech 

!
with Xavier Siemens, Paul Demorest, Scott Ransom, Maura McLaughlin 

!
Einstein Fellows Symposium 

October 29, 2014 
1



Pulsar Timing Preliminaries

2

Extremely stable clocksHighly magnetized rotating 
 neutron star

time-of-arrival (TOA)

�t = t
measured

� t
model

Pulsar Timing 

“Residual”

Measured Pulse 

time-of-arrival (TOA)


Model that accounts 

for many delay factors 


but not GWs

8 P. B. Demorest et al.

-30
-20
-10

 0
 10
 20
 30

 2005  2006  2007  2008  2009  2010

R
es

id
ua

l (
us

)

Year

-3
-2
-1
 0
 1
 2
 3

 2005  2006  2007  2008  2009  2010

R
es

id
ua

l (
us

)

Year

-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1

 0
 0.1

 2005  2006  2007  2008  2009  2010D
el

ta
 D

M
 (1

0-3
 p

c 
cm

 -3
)

Year

Fig. 3.— Timing summary for PSR J1713+0747. The top panel shows residuals from the multi-frequency TOAs used in the timing fit.
The middle panel shows the same residuals averaged down to one point per band per day. The bottom panel shows the measured variation
in DM as a function of time.

In this analysis, we will search for a stochastic grav-
itational wave background (GWB) signal in the pulsar
timing results presented in §3. We assume the GWB will
take the form which has become standard in this field
– a power-law frequency spectrum and isotropic angu-
lar distribution. This signal is expected to be generated
by the sum of unresolved supermassive black hole binary
systems with masses of ∼ 108 M⊙ and orbital periods of
1–10 years. In this case, the characteristic strain spec-
trum is expected to have a “red” power-law spectral in-
dex α = −2/3 (e.g., Jaffe & Backer 2003; Sesana et al.
2008), with a possible break near 10 nHz due to the fi-
nite number of sources (Sesana et al. 2008). A GWB
of this form could also be generated from cosmic su-
perstrings, with α = −7/6 (Damour & Vilenkin 2005;
Siemens et al. 2007), or as inflationary “relics” with spec-
tral index α = −1 (Grishchuk 2005). Any GW signal will
produces correlation in the timing fluctuations of pairs
of pulsars. In the specific case of an isotropic GWB,
the amount of correlated power is a function only of the
angular separation of the two pulsars in the pair, and
has a characteristic functional form first predicted by
Hellings & Downs (1983).
In this paper, we adopt definitions of the expected

gravitational wave spectrum and its effect on tim-
ing consistent with previous papers on the topic (e.g.,
Jenet et al. 2006; van Haasteren et al. 2011). In partic-
ular, we assume a power-law spectrum in characteristic
strain,

hc(f) = Af0

(

f

f0

)α

. (1)

Here, Af0 is the unknown GW spectrum amplitude at
a reference frequency f0. For consistency with previous
literature, we set f0 = 1 yr−1, and will call the resulting
amplitude A1. This GWB produces a fluctuation y(t) in
the pulse times of arrival from a given pulsar, with power
spectrum given by

Sy(f) =
1

12π2

1

f3
hc(f)

2. (2)

It is important to note that y(t) represents the pre-fit
contribution of the GW signal to the pulse TOAs. The
effect of the timing model fit will be considered in §4.1.
Also important is that this formulation of Sy(f) is consis-
tent with that used by Jenet et al. (2006), Hobbs et al.
(2009), and van Haasteren et al. (2011)25 but is a factor
of 3 smaller than that used by Jenet et al. (2005). This
results in a factor of

√
3 difference in limits on A1 de-

pending on which definition is in use, and care should
therefore be taken when directly comparing the various
published limits.
It is useful to compute the expected time-domain cor-

relation between pairs of timing fluctuations from pulsars
a and b,

C(ab)
y,ij = E {ya(ti)yb(tj)} = Cy(ti − tj)ζ(θab). (3)

25 While the equations given by van Haasteren et al. (2011) used
the Jenet et al. (2005) definition, their published limit of A1 <
6×10−15 was computed using the same scaling as our Eqn. 2 (van
Haasteren 2012, private communication).
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Figure 3: Left: Comparison of GW detectors, showing measured (solid lines) and projected (dotted lines) characteristic
strain (hc) sensitivity vs. GW frequency along with expected source strengths. Sensitivity corresponds to the projected
upper limits assuming no GWs; the 2010 curve illustrates the upper limit presented in the first all-NANOGrav paper
[2]. Pulsar timing probes a complementary area of parameter space to other detectors. Right: Probability of detection
for the SB produced by SMBH mergers as a function of time. We used the number of MSPs for the five years of the
project listed in Fig. 4, with the same precisions as the current NANOGrav MSPs. We included the expected increases
in timing precision and cadence due to wideband receivers at the GBT in 2016 and Arecibo in 2017. The red, green, and
blue curves correspond to recent, conservative estimates for upper (2⇥ 10�15), mid (1⇥ 10�15), and lower (5⇥ 10�16)
bounds on the strength of the SB [7]. The MSPs being monitored by NANOGrav do not show strong evidence for red
spin noise but, conservatively, we have included red noise with an induced RMS residuals of 5 ns after 5 years. In Fig. 4
we list the probability of detection for an amplitude 1⇥10�15 SB background and the amplitude which we would expect
to detect with 90% confidence for all five years of the project.

C Detecting and characterizing gravitational wave sources

As shown in Fig. 3, as the total timespan of our observations grows, we become more sensitive to the lower
GW frequencies that induce larger signatures in our data. A discovery is likely within a decade if the Universe
evolves as current models and evidence suggest. It is therefore critical that we develop techniques to detect all three
types of signals, to understand the source populations, and to carry out electromagnetic (EM) counterpart searches.

Stochastic background: For the first NANOGrav upper limit paper, the correlation analysis was performed
separately from the timing fit, with the properties of the fit used to determine the amount of GW power ab-
sorbed. Ideally, however, one must fit for both the timing model and the GW signal simultaneously. In this
case, signal characterization and parameter estimation are very challenging because likelihood evaluations
involve the inversion of large matrices, requiring several thousand CPU years to search the full parameter
space of MSP and GW signal model parameters. We will therefore develop likelihood parallelization meth-
ods to use on large computing clusters. Initial work indicates that these methods can increase computational
speeds by factors of ⇠1000, with additional acceleration by factors of ⇠100 if GPUs are used.

Continuous waves and bursts from individual SMBH binaries: It is possible that our first detection will
not be of the SB but of some other signal, such as quasi-sinusoidal continuous waves (CWs) from orbit-
ing SMBHs or bursts from highly elliptical periastron passages of SMBH binaries or from SMBH mergers.
Cosmic strings also produce low-frequency CWs and bursts. For CWs, we will model the eccentricity and
frequency evolution and integrate these techniques into the parallelized code described above. We will ap-
ply this code to all-sky searches and searches of published SMBH candidates from EM observations. We will
study possible EM counterparts to provide input template parameters in targeted CW or burst searches. EM
observations may also permit host identification in the event of a blind GW detection via pulsar timing.

As our sensitivity improves we are likely to see several individual sources that stand out from the SB. A
combined CW and SB search will enable full characterization of the GW signal from SMBHs. The num-
ber of pulsars and the large parameter space will require the development of analytic approximations and
integration of the code into the parallelized likelihood-evaluation system described above.

Tests of our pipelines and mock data challenges: We will develop pulsar-timing simulation software that
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The hierarchical formation of BCGs 5

Figure 1. BCG merger tree. Symbols are colour–coded as a function of B - V colour and their area scales with the stellar mass. Only
progenitors more massive than 1010 M⊙ h−1 are shown with symbols. Circles are used for galaxies that reside in the FOF group inhabited
by the main branch. Triangles show galaxies that have not yet joined this FOF group.

Figure 2. Merger tree of the FOF group in which the BCG sits at redshift zero. Only the trees of subhalos with more than 500 particles
at z = 0 are shown. Their progenitors are shown down to a 100 particle limit. Symbol coding is the same as in Fig. 1. The left-most tree
is that of the main subhalo of the FOF, while the trees on the right correspond to other substructures identified in the FOF group at
z = 0. In green, we mark the subhalo that contains the main branch of the BCG.

c⃝ 2006 RAS, MNRAS 000, 1–13

De Lucia et al, 2006

Fig. 2.— The M•�L relation for the 44 early-type galaxies with reliable measurements of the V-band bulge luminosity in our sample. The
symbols are the same as in Figure 1. The black line represents the best-fitting power-law log10(M•/M�) = 9.23+1.11 log10(Lv

/1011 L�).

M/L from stellar population synthesis models (e.g., Cap-
pellari et al. 2006; Conroy & van Dokkum 2012). For this
reason, we adopt a conservative approach and assign a
minimum error of 0.24 dex to each value of M

bulge

. The
corresponding confidence interval (0.58 - 1.74) ⇥M

bulge

spans a factor of 3. To test how well our M
bulge

values
represent the stellar mass of each galaxy, we also have fit
the M•�M

bulge

relation using a sample of 18 galaxies for
which M

bulge

is computed from the stellar mass-to-light
ratio, M

?

/L. Our fits using the dynamical M
bulge

and
stellar M

bulge

samples are consistent.

3. BLACK HOLE SCALING RELATIONS AND FITS

In this section we present results for the fits to black
hole scaling relations for the full sample of dynamically
measured M• listed in Table A1, the full sample of M•
plus 92 upper limits on M•, and various subsamples di-
vided by galaxy properties.

3.1. Fitting methods

Our power law fit to a given sample is defined in log
space by an intercept ↵ and slope �:

log
10

M• = ↵+ � log
10

X , (2)

where M• is in units of M�, and X = �/200 km s�1,
L/1011L�, or M

bulge

/1011M� for the three scaling re-
lations. We have also tested a log-quadratic fit for the
M• � � relation:

log
10

M• = ↵+ � log
10

X + �
2

[log
10

X]2 , (3)

where X = �/200 km s�1. Results for the quadratic fit
are discussed separately in Sec. 3.2.6 below.
For the power-law scaling relations, we have com-

pared three linear regression estimators: MPFITEXY,
LINMIX ERR, and BIVAR EM. MPFITEXY is a least-squares
estimator by Williams et al. (2010). LINMIX ERR is a
Bayesian estimator by Kelly (2007). Both MPFITEXY and
LINMIX ERR consider measurement errors in two variables
and include an intrinsic scatter term, ✏

0

, in log(M•).
LINMIX ERR can be applied to galaxy samples with upper
limits for M•. For the M• � � sample with upper limits,
we also use the BIVAR EM algorithm in the ASURV soft-
ware package by Lavalley et al. (1992), which implements

4

Fig. 1.— The M• � � relation for our full sample of 72 galaxies listed in Table A1 and at http://blackhole.berkeley.edu. Brightest
cluster galaxies (BCGs) that are also the central galaxies of their clusters are plotted in green, other elliptical and S0 galaxies are plotted
in red, and late-type spiral galaxies are plotted in blue. NGC 1316 is the most luminous galaxy in the Fornax cluster, but it lies at the
cluster outskirts; the green symbol here labels the central galaxy NGC 1399. M87 lies near the center of the Virgo cluster, whereas NGC
4472 (M49) lies ⇠ 1 Mpc to the south. The black-hole masses are measured using the dynamics of masers (triangles), stars (stars) or gas
(circles). Error bars indicate 68% confidence intervals. For most of the maser galaxies, the error bars in M• are smaller than the plotted
symbol. The black dotted line shows the best-fitting power law for the entire sample: log10(M•/M�) = 8.33 + 5.57 log10(�/200 km s�1).
When early-type and late-type galaxies are fit separately, the resulting power laws are log10(M•/M�) = 8.41 + 5.08 log10(�/200 km s�1)
for the early-type (red dashed line), and log10(M•/M�) = 8.07 + 5.06 log10(�/200 km s�1) for the late-type (blue dot-dashed line). The
plotted values of � are derived using kinematic data over the radii rinf < r < re↵ .

excluded. Setting r
min

= r
inf

produces an alternative
definition of � that reflects the global structure of the
galaxy and is less sensitive to angular resolution. We
compare the two definitions of � for 12 galaxies whose
kinematics within r

inf

are notably di↵erent from kine-
matics at larger radii. As shown in Table 1, excluding
r < r

inf

can reduce � by up to 10-15%. Ten of the 12 up-
dated galaxies are massive (� > 250 km s�1 using either
definition). Rusli (2012) presented seven new stellar dy-
namical measurements of M• along with central velocity
dispersions. We have used the long-slit kinematics from
Rusli (2012) and references therein to derive � according
to Equation 1; our � values appear in Tables A1 and 1.
For the M• � M

bulge

relation, we have compiled the
bulge stellar masses for 35 early-type galaxies. Among
them, 13 bulge masses are taken from Häring & Rix

(2004), who used spherical Jeans models to fit stellar
kinematics. For 22 more galaxies, we multiply the V -
band luminosity in Table A1 with the bulge mass-to-
light ratio (M/L) derived from kinematics and dynam-
ical modeling of stars or gas (see Table A1 for refer-
ences). Where necessary, M/L is converted to V -band
using galaxy colors. The values of M

bulge

are scaled to
reflect the assumed distances in Table A1.
Most of the dynamical models behind our compiled val-

ues of M
bulge

have assumed that mass follows light. This
assumption can be appropriate in the inner regions of
galaxies, where dark matter does not contribute signifi-
cantly to the total enclosed mass. Still, several measure-
ments are based on kinematic data out to large radii.
Furthermore, some galaxies exhibit contradictions be-
tween the dynamical estimates of M/L and estimates of

3
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4 A. Sesana

fbulge = 1. Furthermore, we correlate the masses of the merging
SMBHs either to the properties of the two merging galaxies or to
those of the merger remnant, following the scheme described in
Section 2.2 of Sesana et al. (2009). This gives us three slightly dif-
ferent mass estimations for the SMBHs forming the binary for each
adopted scaling relation.

We combine the 9 × 3 = 27 different ways to populate
the merging galaxies with SMBHs together with the 216 galaxy
merger rates to obtain 5832 different SMBH binary merger rates
d3n/dzdM•,1dq•, consistent with current observations of the evo-
lution of the galaxy mass function and pair fractions at z < 1.3
and M > 1010M⊙ and with the empirical SMBH-host relations
published in the literature. We give equal credit to each model,
and we generate 5832 GW signals, sufficient to place reasonable
confidence levels for the expected amplitude according to current
observational constraints. Our approach is modular in nature, and
it is straightforward to expand the range of model to include new
estimates of all the quantities involved.

2.3 Validation of the models

Although the evolution of the SMBH masses is not followed self–
consistently in our models, in figure 1 we validate them by com-
paring the local SMBH mass function and the redshift evolution
of the total SMBH density with several estimates found in the lit-
erature. We also checked that the predicted range of galaxy and
SMBH merger rates as a function of mass and redshift are broadly
consistent (though with a large scatter) with those derived from
our previous models constructed on top of the Millennium Simula-
tion (Sesana et al. 2009) or exploiting semianalytical merger trees
(Sesana et al. 2008). In the latter approach we evolve the SMBH
population self–consistently. In figure 1 we show the nominal 1σ
and 2σ confidence levels (i.e. the range in which 68% and 95%
of our models are contained) of the estimated local SMBH mass
function and mass density as a function of z. The agreement with
independent results published in the literature is excellent. We no-
tice that we allow for slightly larger values of both quantities with
respect to published results. This is because the McConnell & Ma
(2012) scaling relations, that include the recently measured ultra-
massive SMBHs in BCGs, predict SMBHmasses which are 0.2-to-
0.4dex larger than previous estimates at the high mass end. Those
models will result in larger amplitude of the GW signal, which
might be soon directly tested with PTA observations.

3 RESULTS

Our main result is shown in figure 2, where we plot confidence
levels on the GW characteristic amplitude given by our models.
When considering the whole set of models (upper left panel), the
68% confidence region lies in the range 3.3 × 10−16 < A <
1.3 × 10−15, corresponding to a factor of 4 uncertainty in the
GW signal. The 99.7% region extends much further, in the range
1.1 × 10−16 < A < 4.2 × 10−15, corresponding to a factor
≈ 40 uncertainty. Note that this latter upper bound is only a factor
1.5 below the best limit placed by van Haasteren et al. (2011). Our
’democratic’ approach to the problem gives the same weight to all
the models. One can argue that models featuring the best estimates
of the galaxy mass function and pair counts, should be considered
more robust than those constructed using the upper or lower limits
for the same quantities (see Section 2.2.1). If we restrict to ’fiducial
models only’, the scatter is mildly reduced, and the 68% and 99.7%

Figure 2. Characteristic amplitude of the GW signal. Shaded areas repre-
sent the 68%, 95% and 99.7% (nominally 1σ, 2σ, 3σ) confidence levels
given by our models. In each panel, the black asterisk marks the best cur-
rent limit from van Haasteren et al. (2011). Shaded areas in the upper left
panel refer to the 95% confidence level given by McWilliams et al. (2012)
(red) and the uncertainty range estimated by Sesana et al. (2008). See text
for discussion.

Figure 3.Normalized distributions of the expected GW amplitudeA at f =
1yr−1. Black solid line, all models; green dot–dashed line, fiducial models
only; red short–dashed line, models antecedent SMBH measurements in
BCGs; blue long–dashed, models including SMBHmeasurements in BCGs.
The shaded area marks the region excluded by current PTA limits, whereas
the solid dotted line represent what can be achieved by timing 20 pulsars at
100ns rms precision for 10 years.

confidence levels are set in the range 3.8 × 10−16 < A < 1.1 ×
10−15 and 1.7 × 10−16 < A < 2.2 × 10−15 respectively (upper
right panel). Things become much more interesting if we consider
only the SMBH-host relations updated to include the recent mea-
surements of ultra-massive black hole in BCGs (McConnell & Ma
2012). As expected, the signal is boosted-up, bringing the 68% and
99.7% confidence intervals to 5.6 × 10−16 < A < 2.0 × 10−15

and 2.4 × 10−16 < A < 5.7 × 10−15 respectively (lower right
panel), a factor≈ 2 larger then models featuring previous estimates
of the SMBH-host relations (lower left panel). Although obtained
with a completely different procedure, our confidence intervals
are generally consistent with the estimated signal range given by
(Sesana et al. 2008), whereas recent results by McWilliams et al.

c⃝ 2010 RAS, MNRAS 000, 1–6

Sesana et al, (2012)

1-sigma bounds on amplitude are

20 pulsars @ 100 ns

for 10 yr

5.6⇥ 10�16 < A < 2⇥ 10�15

with a mean of hAi = 1 ⇥ 10�15

Bottom Line: Predictions of the SMBHB stochastic background amplitude based 
on observations and more reliable models are larger than previously thought, but


there could be some depletion of the signal at low frequencies.

Region excluded by 

previous experiments

Ravi et al.  (2014)

Large uncertainty in signal amplitude at low 
frequencies due to very poorly understood 

binary-environment interactions.

8 V. Ravi et al.

simply consider it possible that the strain spectrum we have
derived may be up to 0.15 dex larger.

A qualitatively similar effect was pointed out by
(Sesana, Vecchio & Colacino 2008), who compared char-
acteristic strain spectra generated from realisations of the
binary SMBH population of the Universe to the spec-
trum expected on average, in the circular, GW-driven case.
Whereas the average spectrum was a power-law proportional
to f−2/3, individual realisations had a lower amplitude at
higher frequencies. This was because the numbers of bi-
naries radiating GWs at a given frequency (per unit fre-
quency) decreases with increasing frequency, implying that,
for example, there is a frequency above which the expected
number of sources is less than unity. However, the correct
model for the average characteristic strain spectrum still had
hc(f) ∝ f−2/3 for all f , despite all realisations of the spec-
trum being below this power-law at high frequencies. This
situation is analogous to our suggestion of an increase in
the characteristic strain spectrum if the average behaviour
of n(ζ0, z) were correctly modelled.

We also do not attempt here to describe the statisti-
cal nature of the GW signal, as was done by Ravi et al.
(2012) in the circular, GW-driven case. Ravi et al. (2012)
modelled a GW signal that was mildly non-Gaussian, with
individual sources dominant at all GW frequencies of in-
terest to PTAs. Shannon et al. (2013) further showed that
assuming non-Gaussian statistics for the GW signal caused
constraints on ΩGW to degrade by ∼ 20%. This reflects the
fact that realisations of ΩGW(f) at a particular frequency f
would have a larger variance in the non-Gaussian case than
in the Gaussian case.

As discussed in §3.1, environment-driven binary evolu-
tion causes the highest-mass binaries to dominate ΩGW(f)
at low frequencies to a greater extent than in the purely
GW-driven case. This, coupled with the sparsity of these
binaries in our calculations, causes the low-frequency sub-
structure in the characteristic strain spectra for all w0 in
Figure 2. Our results, however, suggest a more general con-
clusion: that, at low frequencies, environment-driven binary
evolution causes the variance in realisations of ΩGW(f) to
be significantly increased relative to the assumption of only
GW-driven evolution. Including this increased variance in
ΩGW(f) at low frequencies in the calculation of PTA up-
per bounds on ΩGW(f) (e.g., Shannon et al. 2013) would
cause these constraints to be further degraded relative to
constraints based on the work of Ravi et al. (2012).

3.3.4 Synthesis of uncertainties in hc(f)

We refer the reader to Figure 4, where we show an approxi-
mate 1σ confidence interval on the characteristic strain spec-
trum according to the model we describe. This interval rep-
resents our uncertainty in the expected value of the signal,
not the realisation-to-realisation uncertainty. The interval
encompasses the maximum possible ranges of w0 and γ (see
§3.3.2), and also includes observational uncertainties in the
SMBH-bulge mass relation and in the galaxy stellar mass
function (see §3.3.1). We also include our assertion that the

Figure 4. The four coloured, dotted curves are the characteris-
tic strain spectra for the four w0 cases we consider, also shown
with the same colours in Figure 2. The upper solid black curve
corresponds to a stellar density profile index of γ = 1, and the
lower solid black curve corresponds to γ = 2; both are calculated
assuming w0 = 0, and so may be compared with the green (upper-
most, w0 = 0) dotted curve. The grey shaded area represents an
approximate 68% confidence interval in our prediction of hc(f),
given observational errors in the SMBH-bulge mass relation and
the galaxy stellar mass function (a 0.4 dex range), allowing for
the full range of w0 values, and including a possible increase of
0.15 dex in the predictions if the binary SMBH population statis-
tics were accurately specified (Shannon et al. 2013). The black
dot indicates the most recent 95% confidence upper limit on the
stochastic Gaussian GW signal (Shannon et al. 2013, see text for
details). The characteristic strain spectrum calculated here in the
circular, GW-driven case (and shown in Figures 2 and 3) is dis-
played as a black dashed line. The vertical dotted line indicates
a frequency of (1 yr)−1.

characteristic strain spectrum could be up to 0.15 dex larger
than what we calculate if the binary SMBH distribution
were correctly specified (see §3.3.3).

It is clear that that there is relatively more uncertainty
in our prediction at frequencies f ! 2×10−8 Hz, where envi-
ronmental interactions and binary eccentricities may affect
the signal. We have also not included our uncertainty in the
specific model for environment-driven binary SMBH evolu-
tion. As discussed in §3.3.2, the model we use may represent
the maximum level of binary-environment coupling; other
models may result in the characteristic strain spectrum be-
ing boosted at low frequencies relative to our prediction. For
example, the model of Khan et al. (2012) suggests that the
effects of environmental interactions may only be relevant
for f ! 7 × 10−9 Hz (also see Appendix A). We have also
weighted each w0-value equally, whereas it is possible that
low-w0 values are preferred over high-w0 values.

In Figure 4, we also indicate the best upper bound
on a stochastic, Gaussian GW background from binary
SMBHs, published recently by the Parkes Pulsar Timing Ar-
ray (PPTA; Shannon et al. 2013). This upper bound corre-
sponds to ΩGW(2.8 nHz) < 1.3× 10−9 with 95% confidence.
While PTA bounds are traditionally shown as wedges (e.g.,
Sesana et al. 2008, Figure 13) on characteristic strain spec-

c⃝ 2014 RAS, MNRAS 000, 1–15
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Pulsar Timing Arrays

• PTAs (North American Nanohertz Observatory for Gravitational Waves,                                
European Pulsar Timing Array,  Parkes Pulsar Timing Array)

5

Together, form International  
Pulsar Timing Array Parkes Radio 

Telescope (64 m)

Use an array of extremely well 
timed pulsars to search for 

GWs. Currently we have >40 
pulsars timed at or below the 

microsecond level



When will we detect the GWB?

• Simulate isotropic GW-driven 
background 

• Used currently timed (scheduled) 
pulsar properties up until 2014 
using harmonic mean RMS 

• Added 4 pulsars per year: 2 with 
median rms from Arecibo and 2 
with median rms from GBT 

• Red noise level uses spectral 
index of 5 (Shannon and Cordes 
2010) with a level of 0 (solid) to 
10 (dashed) ns measured at 5 yrs 
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Figure 27 : GW background amplitude vs. year. The red, green, and blue curves represent the 95%

upper limit in the absence of any GW background, and the amplitude at which we attain 50% and 90%

detection probability. The the solid and dashed lines represent 0 ns and 10 ns (at five years) of spin-noise

(i.e., intrinsic red noise) (Shannon & Cordes 2010) in the data. The GW background is assumed to be

from circular GW driven SMBHBs with characteristic strain spectrum derived in Chapter . The gray

shaded region is the one-sigma uncertainty on the amplitude of the stochastic GW background from

Sesana (2013b) and the horizontal black line shows the best published upper limit on the amplitude of

the stochastic GW background (Shannon et al. 2013).

Sesana 1-sigma range

95% upper limit in absence of GWB

50% detection probability

90% detection probability

0 ns red noise

10 ns red noise @ 5yr

PPTA 95% upper limit

NANOGrav 95% 
 upper limit



When will we detect the GWB: SMBHB 
uncertainties

• Several recent works predict that the SMBHB environment plays an important 
role in the system evolution at relevant orbital separations
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Uncertainties in the astrophysical predictions
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Figure 28 : Left: Characteristic strain amplitude vs. GW frequency for a range of di↵erent SMBHB

evolution scenarios (Sesana 2013a). Particular attention should be focused on the dotted black line that

shows the standard circular GW driven case and the solid and dashed red lines showing an evolutionary

scenario that is dominated by stellar hardening at large orbital separations. The solid and dashed

curves show initial eccentricities of the SMBHBs of 0 and 0.7, respectively. Right: GWB amplitude vs.

time. The simulations are identical to those described above but now using di↵erent GW background

distributions. The top right shows the di↵erence between circular GW driven SMBHBs (solid lines) and

stellar driven SMBHBs with 0 eccentricity (dashed lines). The bottom right plot shows the di↵erence

between circular GW driven SMBHBs (solid lines) and stellar driven SMBHBs with 0.7 initial eccentricity

(dashed lines).



When will we detect the GWB: telescope 
uncertainties

• Simulate isotropic GW-driven 
background 

• Used currently timed (scheduled) 
pulsar properties up until 2014 
using harmonic mean RMS 

• For GBT-only case, still add 4 
pulsars per year and reduce 
cadence by 1/2 on all pulsars 

• For AO only case we only add 2 
pulsars per year at AO and stop 
timing all GBT pulsars.
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Figure 29 : GW background amplitude vs. year. The observing scenario is described in the text above.

The solid lines represent our usual observing scenario using both telescope and the dash-dotted and

dashed lines represent the scenarios where we lose access to the GBT and Arecibo, respectively.

by ruling out a large area of parameter space in a ten year time frame.

7.3 Further Work

In order to expand on the work presented in this thesis, several further lines of research

are either planned or ongoing.

Robust noise modeling: As was mentioned in Chapter 2, we currently have a quite

complex noise model that includes separate parameters for di↵erent backends/frequency

combinations. We also have the ability to model red noise and DM variations in

several di↵erent ways. There are many free parameters and di↵erent models to

choose from. We could just run with the most complicated noise model and see

which parameters have support from the data but it would be optimal if we could

easily compare di↵erent models via the Bayes factor. This noise modeling will not

only help with GW detection e↵orts but will also yield more reliable timing model

parameter fits and uncertainties. This type of analysis is currently underway and

we are striving to make the process more automated.

GBT only



Conclusions

• We expect a large population of SMBHBs radiating GWs 

• The GW spectrum of this background is heavily dependent on the binary 
environment. 

• Based on reasonable assumptions about future observations, a detection of GW 
background could be made as early as 2017 

• Sensitivity to the GW background is fairly robust to telescope availability 

• Sensitivity is very strongly affected by the orbital separation of the binary at time 
of decoupling from environment.
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