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Sources of GWs: SMBHBs

Figure 3: Left: Comparison of GW detectors, showing measured (solid lines) and projected (dotted lines) characteristic
strain (hc) sensitivity vs. GW frequency along with expected source strengths. Sensitivity corresponds to the projected
upper limits assuming no GWs; the 2010 curve illustrates the upper limit presented in the first all-NANOGrav paper
[2]. Pulsar timing probes a complementary area of parameter space to other detectors. Right: Probability of detection
for the SB produced by SMBH mergers as a function of time. We used the number of MSPs for the five years of the
project listed in Fig. 4, with the same precisions as the current NANOGrav MSPs. We included the expected increases
in timing precision and cadence due to wideband receivers at the GBT in 2016 and Arecibo in 2017. The red, green, and
blue curves correspond to recent, conservative estimates for upper (2⇥ 10�15), mid (1⇥ 10�15), and lower (5⇥ 10�16)
bounds on the strength of the SB [7]. The MSPs being monitored by NANOGrav do not show strong evidence for red
spin noise but, conservatively, we have included red noise with an induced RMS residuals of 5 ns after 5 years. In Fig. 4
we list the probability of detection for an amplitude 1⇥10�15 SB background and the amplitude which we would expect
to detect with 90% confidence for all five years of the project.

C Detecting and characterizing gravitational wave sources

As shown in Fig. 3, as the total timespan of our observations grows, we become more sensitive to the lower
GW frequencies that induce larger signatures in our data. A discovery is likely within a decade if the Universe
evolves as current models and evidence suggest. It is therefore critical that we develop techniques to detect all three
types of signals, to understand the source populations, and to carry out electromagnetic (EM) counterpart searches.

Stochastic background: For the first NANOGrav upper limit paper, the correlation analysis was performed
separately from the timing fit, with the properties of the fit used to determine the amount of GW power ab-
sorbed. Ideally, however, one must fit for both the timing model and the GW signal simultaneously. In this
case, signal characterization and parameter estimation are very challenging because likelihood evaluations
involve the inversion of large matrices, requiring several thousand CPU years to search the full parameter
space of MSP and GW signal model parameters. We will therefore develop likelihood parallelization meth-
ods to use on large computing clusters. Initial work indicates that these methods can increase computational
speeds by factors of ⇠1000, with additional acceleration by factors of ⇠100 if GPUs are used.

Continuous waves and bursts from individual SMBH binaries: It is possible that our first detection will
not be of the SB but of some other signal, such as quasi-sinusoidal continuous waves (CWs) from orbit-
ing SMBHs or bursts from highly elliptical periastron passages of SMBH binaries or from SMBH mergers.
Cosmic strings also produce low-frequency CWs and bursts. For CWs, we will model the eccentricity and
frequency evolution and integrate these techniques into the parallelized code described above. We will ap-
ply this code to all-sky searches and searches of published SMBH candidates from EM observations. We will
study possible EM counterparts to provide input template parameters in targeted CW or burst searches. EM
observations may also permit host identification in the event of a blind GW detection via pulsar timing.

As our sensitivity improves we are likely to see several individual sources that stand out from the SB. A
combined CW and SB search will enable full characterization of the GW signal from SMBHs. The num-
ber of pulsars and the large parameter space will require the development of analytic approximations and
integration of the code into the parallelized likelihood-evaluation system described above.

Tests of our pipelines and mock data challenges: We will develop pulsar-timing simulation software that
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Figure 1. BCG merger tree. Symbols are colour–coded as a function of B - V colour and their area scales with the stellar mass. Only
progenitors more massive than 1010 M⊙ h−1 are shown with symbols. Circles are used for galaxies that reside in the FOF group inhabited
by the main branch. Triangles show galaxies that have not yet joined this FOF group.

Figure 2. Merger tree of the FOF group in which the BCG sits at redshift zero. Only the trees of subhalos with more than 500 particles
at z = 0 are shown. Their progenitors are shown down to a 100 particle limit. Symbol coding is the same as in Fig. 1. The left-most tree
is that of the main subhalo of the FOF, while the trees on the right correspond to other substructures identified in the FOF group at
z = 0. In green, we mark the subhalo that contains the main branch of the BCG.
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Fig. 2.— The M•�L relation for the 44 early-type galaxies with reliable measurements of the V-band bulge luminosity in our sample. The
symbols are the same as in Figure 1. The black line represents the best-fitting power-law log10(M•/M�) = 9.23+1.11 log10(Lv

/1011 L�).

M/L from stellar population synthesis models (e.g., Cap-
pellari et al. 2006; Conroy & van Dokkum 2012). For this
reason, we adopt a conservative approach and assign a
minimum error of 0.24 dex to each value of M

bulge

. The
corresponding confidence interval (0.58 - 1.74) ⇥M

bulge

spans a factor of 3. To test how well our M
bulge

values
represent the stellar mass of each galaxy, we also have fit
the M•�M

bulge

relation using a sample of 18 galaxies for
which M

bulge

is computed from the stellar mass-to-light
ratio, M

?

/L. Our fits using the dynamical M
bulge

and
stellar M

bulge

samples are consistent.

3. BLACK HOLE SCALING RELATIONS AND FITS

In this section we present results for the fits to black
hole scaling relations for the full sample of dynamically
measured M• listed in Table A1, the full sample of M•
plus 92 upper limits on M•, and various subsamples di-
vided by galaxy properties.

3.1. Fitting methods

Our power law fit to a given sample is defined in log
space by an intercept ↵ and slope �:

log
10

M• = ↵+ � log
10

X , (2)

where M• is in units of M�, and X = �/200 km s�1,
L/1011L�, or M

bulge

/1011M� for the three scaling re-
lations. We have also tested a log-quadratic fit for the
M• � � relation:

log
10

M• = ↵+ � log
10

X + �
2

[log
10

X]2 , (3)

where X = �/200 km s�1. Results for the quadratic fit
are discussed separately in Sec. 3.2.6 below.
For the power-law scaling relations, we have com-

pared three linear regression estimators: MPFITEXY,
LINMIX ERR, and BIVAR EM. MPFITEXY is a least-squares
estimator by Williams et al. (2010). LINMIX ERR is a
Bayesian estimator by Kelly (2007). Both MPFITEXY and
LINMIX ERR consider measurement errors in two variables
and include an intrinsic scatter term, ✏

0

, in log(M•).
LINMIX ERR can be applied to galaxy samples with upper
limits for M•. For the M• � � sample with upper limits,
we also use the BIVAR EM algorithm in the ASURV soft-
ware package by Lavalley et al. (1992), which implements
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Fig. 1.— The M• � � relation for our full sample of 72 galaxies listed in Table A1 and at http://blackhole.berkeley.edu. Brightest
cluster galaxies (BCGs) that are also the central galaxies of their clusters are plotted in green, other elliptical and S0 galaxies are plotted
in red, and late-type spiral galaxies are plotted in blue. NGC 1316 is the most luminous galaxy in the Fornax cluster, but it lies at the
cluster outskirts; the green symbol here labels the central galaxy NGC 1399. M87 lies near the center of the Virgo cluster, whereas NGC
4472 (M49) lies ⇠ 1 Mpc to the south. The black-hole masses are measured using the dynamics of masers (triangles), stars (stars) or gas
(circles). Error bars indicate 68% confidence intervals. For most of the maser galaxies, the error bars in M• are smaller than the plotted
symbol. The black dotted line shows the best-fitting power law for the entire sample: log10(M•/M�) = 8.33 + 5.57 log10(�/200 km s�1).
When early-type and late-type galaxies are fit separately, the resulting power laws are log10(M•/M�) = 8.41 + 5.08 log10(�/200 km s�1)
for the early-type (red dashed line), and log10(M•/M�) = 8.07 + 5.06 log10(�/200 km s�1) for the late-type (blue dot-dashed line). The
plotted values of � are derived using kinematic data over the radii rinf < r < re↵ .

excluded. Setting r
min

= r
inf

produces an alternative
definition of � that reflects the global structure of the
galaxy and is less sensitive to angular resolution. We
compare the two definitions of � for 12 galaxies whose
kinematics within r

inf

are notably di↵erent from kine-
matics at larger radii. As shown in Table 1, excluding
r < r

inf

can reduce � by up to 10-15%. Ten of the 12 up-
dated galaxies are massive (� > 250 km s�1 using either
definition). Rusli (2012) presented seven new stellar dy-
namical measurements of M• along with central velocity
dispersions. We have used the long-slit kinematics from
Rusli (2012) and references therein to derive � according
to Equation 1; our � values appear in Tables A1 and 1.
For the M• � M

bulge

relation, we have compiled the
bulge stellar masses for 35 early-type galaxies. Among
them, 13 bulge masses are taken from Häring & Rix

(2004), who used spherical Jeans models to fit stellar
kinematics. For 22 more galaxies, we multiply the V -
band luminosity in Table A1 with the bulge mass-to-
light ratio (M/L) derived from kinematics and dynam-
ical modeling of stars or gas (see Table A1 for refer-
ences). Where necessary, M/L is converted to V -band
using galaxy colors. The values of M

bulge

are scaled to
reflect the assumed distances in Table A1.
Most of the dynamical models behind our compiled val-

ues of M
bulge

have assumed that mass follows light. This
assumption can be appropriate in the inner regions of
galaxies, where dark matter does not contribute signifi-
cantly to the total enclosed mass. Still, several measure-
ments are based on kinematic data out to large radii.
Furthermore, some galaxies exhibit contradictions be-
tween the dynamical estimates of M/L and estimates of

3

McConnell & Ma 2012

  

Structure formation in a nutshellStructure formation in a nutshell

+

=

From De Lucia et al 2006 Ferrarese & Merritt 2000, Gebhardt et al. 2000

Volonteri Haardt & Madau 2003

Vononteri, Hardt & Madau, 2003

3



Expected level of SMHB 
Stochastic Background

Sesana et al, (2012)

1-sigma bounds on amplitude are
5.6⇥ 10�16 < A < 2⇥ 10�15

with a mean of hAi = 1 ⇥ 10�15

Bottom Line: Predictions of the SMBHB stochastic background amplitude based 
on observations and more reliable models are larger than previously thought, but


there could be some depletion of the signal at low frequencies due to 

coupling with physical mechanisms that solve the final parsec problem.

Ravi et al.  (2014)

Large uncertainty in signal amplitude at low 
frequencies due to very poorly understood 

binary-environment interactions.

4 A. Sesana

fbulge = 1. Furthermore, we correlate the masses of the merging
SMBHs either to the properties of the two merging galaxies or to
those of the merger remnant, following the scheme described in
Section 2.2 of Sesana et al. (2009). This gives us three slightly dif-
ferent mass estimations for the SMBHs forming the binary for each
adopted scaling relation.

We combine the 9 × 3 = 27 different ways to populate
the merging galaxies with SMBHs together with the 216 galaxy
merger rates to obtain 5832 different SMBH binary merger rates
d3n/dzdM•,1dq•, consistent with current observations of the evo-
lution of the galaxy mass function and pair fractions at z < 1.3
and M > 1010M⊙ and with the empirical SMBH-host relations
published in the literature. We give equal credit to each model,
and we generate 5832 GW signals, sufficient to place reasonable
confidence levels for the expected amplitude according to current
observational constraints. Our approach is modular in nature, and
it is straightforward to expand the range of model to include new
estimates of all the quantities involved.

2.3 Validation of the models

Although the evolution of the SMBH masses is not followed self–
consistently in our models, in figure 1 we validate them by com-
paring the local SMBH mass function and the redshift evolution
of the total SMBH density with several estimates found in the lit-
erature. We also checked that the predicted range of galaxy and
SMBH merger rates as a function of mass and redshift are broadly
consistent (though with a large scatter) with those derived from
our previous models constructed on top of the Millennium Simula-
tion (Sesana et al. 2009) or exploiting semianalytical merger trees
(Sesana et al. 2008). In the latter approach we evolve the SMBH
population self–consistently. In figure 1 we show the nominal 1σ
and 2σ confidence levels (i.e. the range in which 68% and 95%
of our models are contained) of the estimated local SMBH mass
function and mass density as a function of z. The agreement with
independent results published in the literature is excellent. We no-
tice that we allow for slightly larger values of both quantities with
respect to published results. This is because the McConnell & Ma
(2012) scaling relations, that include the recently measured ultra-
massive SMBHs in BCGs, predict SMBHmasses which are 0.2-to-
0.4dex larger than previous estimates at the high mass end. Those
models will result in larger amplitude of the GW signal, which
might be soon directly tested with PTA observations.

3 RESULTS

Our main result is shown in figure 2, where we plot confidence
levels on the GW characteristic amplitude given by our models.
When considering the whole set of models (upper left panel), the
68% confidence region lies in the range 3.3 × 10−16 < A <
1.3 × 10−15, corresponding to a factor of 4 uncertainty in the
GW signal. The 99.7% region extends much further, in the range
1.1 × 10−16 < A < 4.2 × 10−15, corresponding to a factor
≈ 40 uncertainty. Note that this latter upper bound is only a factor
1.5 below the best limit placed by van Haasteren et al. (2011). Our
’democratic’ approach to the problem gives the same weight to all
the models. One can argue that models featuring the best estimates
of the galaxy mass function and pair counts, should be considered
more robust than those constructed using the upper or lower limits
for the same quantities (see Section 2.2.1). If we restrict to ’fiducial
models only’, the scatter is mildly reduced, and the 68% and 99.7%

Figure 2. Characteristic amplitude of the GW signal. Shaded areas repre-
sent the 68%, 95% and 99.7% (nominally 1σ, 2σ, 3σ) confidence levels
given by our models. In each panel, the black asterisk marks the best cur-
rent limit from van Haasteren et al. (2011). Shaded areas in the upper left
panel refer to the 95% confidence level given by McWilliams et al. (2012)
(red) and the uncertainty range estimated by Sesana et al. (2008). See text
for discussion.

Figure 3.Normalized distributions of the expected GW amplitudeA at f =
1yr−1. Black solid line, all models; green dot–dashed line, fiducial models
only; red short–dashed line, models antecedent SMBH measurements in
BCGs; blue long–dashed, models including SMBHmeasurements in BCGs.
The shaded area marks the region excluded by current PTA limits, whereas
the solid dotted line represent what can be achieved by timing 20 pulsars at
100ns rms precision for 10 years.

confidence levels are set in the range 3.8 × 10−16 < A < 1.1 ×
10−15 and 1.7 × 10−16 < A < 2.2 × 10−15 respectively (upper
right panel). Things become much more interesting if we consider
only the SMBH-host relations updated to include the recent mea-
surements of ultra-massive black hole in BCGs (McConnell & Ma
2012). As expected, the signal is boosted-up, bringing the 68% and
99.7% confidence intervals to 5.6 × 10−16 < A < 2.0 × 10−15

and 2.4 × 10−16 < A < 5.7 × 10−15 respectively (lower right
panel), a factor≈ 2 larger then models featuring previous estimates
of the SMBH-host relations (lower left panel). Although obtained
with a completely different procedure, our confidence intervals
are generally consistent with the estimated signal range given by
(Sesana et al. 2008), whereas recent results by McWilliams et al.

c⃝ 2010 RAS, MNRAS 000, 1–6

20 pulsars @ 100 ns

for 10 yr

Region excluded by 

previous experiments

8 V. Ravi et al.

simply consider it possible that the strain spectrum we have
derived may be up to 0.15 dex larger.

A qualitatively similar effect was pointed out by
(Sesana, Vecchio & Colacino 2008), who compared char-
acteristic strain spectra generated from realisations of the
binary SMBH population of the Universe to the spec-
trum expected on average, in the circular, GW-driven case.
Whereas the average spectrum was a power-law proportional
to f−2/3, individual realisations had a lower amplitude at
higher frequencies. This was because the numbers of bi-
naries radiating GWs at a given frequency (per unit fre-
quency) decreases with increasing frequency, implying that,
for example, there is a frequency above which the expected
number of sources is less than unity. However, the correct
model for the average characteristic strain spectrum still had
hc(f) ∝ f−2/3 for all f , despite all realisations of the spec-
trum being below this power-law at high frequencies. This
situation is analogous to our suggestion of an increase in
the characteristic strain spectrum if the average behaviour
of n(ζ0, z) were correctly modelled.

We also do not attempt here to describe the statisti-
cal nature of the GW signal, as was done by Ravi et al.
(2012) in the circular, GW-driven case. Ravi et al. (2012)
modelled a GW signal that was mildly non-Gaussian, with
individual sources dominant at all GW frequencies of in-
terest to PTAs. Shannon et al. (2013) further showed that
assuming non-Gaussian statistics for the GW signal caused
constraints on ΩGW to degrade by ∼ 20%. This reflects the
fact that realisations of ΩGW(f) at a particular frequency f
would have a larger variance in the non-Gaussian case than
in the Gaussian case.

As discussed in §3.1, environment-driven binary evolu-
tion causes the highest-mass binaries to dominate ΩGW(f)
at low frequencies to a greater extent than in the purely
GW-driven case. This, coupled with the sparsity of these
binaries in our calculations, causes the low-frequency sub-
structure in the characteristic strain spectra for all w0 in
Figure 2. Our results, however, suggest a more general con-
clusion: that, at low frequencies, environment-driven binary
evolution causes the variance in realisations of ΩGW(f) to
be significantly increased relative to the assumption of only
GW-driven evolution. Including this increased variance in
ΩGW(f) at low frequencies in the calculation of PTA up-
per bounds on ΩGW(f) (e.g., Shannon et al. 2013) would
cause these constraints to be further degraded relative to
constraints based on the work of Ravi et al. (2012).

3.3.4 Synthesis of uncertainties in hc(f)

We refer the reader to Figure 4, where we show an approxi-
mate 1σ confidence interval on the characteristic strain spec-
trum according to the model we describe. This interval rep-
resents our uncertainty in the expected value of the signal,
not the realisation-to-realisation uncertainty. The interval
encompasses the maximum possible ranges of w0 and γ (see
§3.3.2), and also includes observational uncertainties in the
SMBH-bulge mass relation and in the galaxy stellar mass
function (see §3.3.1). We also include our assertion that the

Figure 4. The four coloured, dotted curves are the characteris-
tic strain spectra for the four w0 cases we consider, also shown
with the same colours in Figure 2. The upper solid black curve
corresponds to a stellar density profile index of γ = 1, and the
lower solid black curve corresponds to γ = 2; both are calculated
assuming w0 = 0, and so may be compared with the green (upper-
most, w0 = 0) dotted curve. The grey shaded area represents an
approximate 68% confidence interval in our prediction of hc(f),
given observational errors in the SMBH-bulge mass relation and
the galaxy stellar mass function (a 0.4 dex range), allowing for
the full range of w0 values, and including a possible increase of
0.15 dex in the predictions if the binary SMBH population statis-
tics were accurately specified (Shannon et al. 2013). The black
dot indicates the most recent 95% confidence upper limit on the
stochastic Gaussian GW signal (Shannon et al. 2013, see text for
details). The characteristic strain spectrum calculated here in the
circular, GW-driven case (and shown in Figures 2 and 3) is dis-
played as a black dashed line. The vertical dotted line indicates
a frequency of (1 yr)−1.

characteristic strain spectrum could be up to 0.15 dex larger
than what we calculate if the binary SMBH distribution
were correctly specified (see §3.3.3).

It is clear that that there is relatively more uncertainty
in our prediction at frequencies f ! 2×10−8 Hz, where envi-
ronmental interactions and binary eccentricities may affect
the signal. We have also not included our uncertainty in the
specific model for environment-driven binary SMBH evolu-
tion. As discussed in §3.3.2, the model we use may represent
the maximum level of binary-environment coupling; other
models may result in the characteristic strain spectrum be-
ing boosted at low frequencies relative to our prediction. For
example, the model of Khan et al. (2012) suggests that the
effects of environmental interactions may only be relevant
for f ! 7 × 10−9 Hz (also see Appendix A). We have also
weighted each w0-value equally, whereas it is possible that
low-w0 values are preferred over high-w0 values.

In Figure 4, we also indicate the best upper bound
on a stochastic, Gaussian GW background from binary
SMBHs, published recently by the Parkes Pulsar Timing Ar-
ray (PPTA; Shannon et al. 2013). This upper bound corre-
sponds to ΩGW(2.8 nHz) < 1.3× 10−9 with 95% confidence.
While PTA bounds are traditionally shown as wedges (e.g.,
Sesana et al. 2008, Figure 13) on characteristic strain spec-
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stellar scattering or circumbinary disk interaction can maintain 
or even increase eccentricity 

The Astrophysical Journal Letters, 732:L26 (6pp), 2011 May 10 Preto et al.
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Figure 4. Upper panel: range of coalescence time for binaries with M12 =
106 M⊙ and 108 M⊙. Middle panel: distribution of eccentricities, for M12 =
106 M⊙, at abin = 100RSchw. Lower panel: distribution of eccentricities, for
M12 = 108 M⊙, when forb = 2fGW = 10−8 Hz for PTAs.

coalescences are assumed during the course of galaxy evolution
(Sesana et al. 2007; Volonteri 2010). Our results suggest that
the formation of eccentric binaries, followed by quick orbital
decay, could result from the expected development of global
non-axisymmetries in galaxies after they merge. Unequal-mass
mergers have similar ⟨s⟩ (M. Preto et al. 2011, in preparation;
P. Berczik et al. 2011, in preparation). As a result, if there is a
bottleneck to coalescence, it results from the long timescale
associated to the formation of a bound pair in an unequal-
mass galaxy merger—especially if q ! 0.1 (Callegari et al.
2011).

Our gas-poor merger models show only rather mild departures
from axisymmetry and a small amount of rotation; stronger
departures from axisymmetry—to be expected from higher
amount of rotation—and the presence of gas will likely reinforce
our conclusions. It seems, therefore, probable that prompt
coalescences result from mergers of irregular galaxies expected
to be common at high redshift. Based on our prompt MBHB
coalescence results, we expect that LISA will see ∼10 to few ×
102 events per year depending on the MBH seed model (Sesana
et al. 2009; Volonteri 2010). These conclusions need to be
qualified in one respect: the effect of gas could be rather
subtle. Several effects may result from the presence of gas: (1)
circularization of the unbound MBH trajectories may lead to the

formation of circular binaries (Dotti et al. 2007), however, bar
instabilities may affect this conclusion (Begelman & Shlosman
2009); (2) gas torques may increase the (bound) binary’s
eccentricity; and (3) the outer, cooler regions of a circumbinary
disk may fragment, producing a fresh supply of (mostly) bound
stars to interact with the binary (Cuadra et al. 2009).

Finally, even though GWs circularize the MBHBs during the
late relativistic phase of inspiral, they are likely to have some
residual (e " 0.001–0.01) eccentricity when entering the LISA
band and a broad distribution (0.4 ! e ! 0.8) in the PTA
band.
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BH eccentricity in circumbinary discs 3035

Figure 1. Face-on view of the circumbinary disc surrounding a BH binary
of initial eccentricity e0 = 0.6 after 180 orbits. The gas density is colour-
coded on a logarithmic scale with brighter colours corresponding to lower
gas density; axes in units of a0. The figure shows the spiral patterns excited
in the disc, the gap surrounding the binary and the yin-yang-shaped gas
inflows around the BHs. Figure made using SPLASH (Price 2007).

shown to be sufficient by Cuadra et al. (2009). Since we are inter-
ested in following the evolution of the binary orbit accurately, we
take the BHs out of the tree and compute the gravitational forces
acting on them directly, i.e. summing up the contributions from
each gas particle. Moreover, to ensure an accurate integration, the
dynamics of the BHs is followed with a fixed time-step, equal to
0.01 !−1

0 . The BH binary is modelled as a pair of point masses,
and their potentials are assumed to be Newtonian. Relativistic cor-
rections, important only when the binary separation decays below
∼2 Mpc (Peters & Mathews 1963), are not included in the SPH
simulations but are considered in Section 5, when estimating the
eccentricity of binaries entering the LISA band. Gas particles ap-
proaching either BH are taken away from the simulation in order to
avoid the very small time-steps they would require. They are consid-
ered to be accreted, and their mass and momentum are transferred
to the corresponding BH (Bate, Bonnell & Price 1995; Cuadra et al.
2006). In the present simulations the sink radius around each BH,
below which particles are accreted, is set to 0.03a0. A face-on view
of the disc surface density is shown in Fig. 1 in which the gas has
already relaxed around a binary of e0 = 0.6. It shows the typical
spiral arms in the disc and the resonant streams in the inner gap
region.

3 EC C E N T R I C I T Y E VO L U T I O N

As described in Section 2.3, we prepared four initial conditions iden-
tical but for the initial values of the binary eccentricity. In Fig. 2
we show the evolution of e for four runs with initial eccentricities
e0 = 0.2, 0.4, 0.6, 0.8, respectively (bottom to top). The bottom
panel depicts the monotonic rise of e, for the run with e0 = 0.2:
the eccentricity increases almost linearly after the first 70 f −1

0 . The

Figure 2. The eccentricity evolution of the four standard runs: e0 = 0.2,
0.4, 0.6, 0.8, starting from bottom to top.

run for e0 = 0.4 (second panel) displays a similar behaviour, but
the slope de/dt is much shallower (note the different scales in the
y-axes of Fig. 2). In the third panel, corresponding to e0 = 0.6, we
observe a fast increase of the eccentricity up to e = 0.62 within the
first few orbits; afterwards the eccentricity saturates, approaching a
constant with de/dt ∼ 0+. The top panel refers to the run with the
largest initial eccentricity explored, e0 = 0.8. This time the eccen-
tricity exhibits a negative slope with d2e/dt2 steadily decreasing until
de/dt ∼ 0−.

The key result, illustrated in Fig. 2, is the existence of a limiting
ecrit that the BH binary approaches in its interaction with the disc.
Since the runs were halted after 400 orbital cycles, we can only
bracket the interval in which ecrit lies: ecrit ∈ [0.62, 0.78]. The reason
of this uncertainty is technical as we find that the decline of e is
very hard to follow numerically due to the fast expulsion of the gas
out of the region where torques can still effectively interact with the
BH binary – an effect that increases with the binary eccentricity, as
expected. Indeed, if we define Rgap as the inner location of the disc’s
half-maximal surface density, we find that the gas moves from an
initial value of Rgap ≈ 2a0 to a time-averaged value of ≈2.6a0, 3.0a0,
3.4a0 and 3.8a0 during the first 53 binary orbits, for the runs with
an initial binary eccentricity of 0.2, 0.4, 0.6 and 0.8, respectively.
Such an expansion of the gas is not unexpected since no outer
inflow boundary conditions were implemented in our simulations.
While the rate of eccentricity change is affected by the expansion
resulting from the initial orbital set-up, its long-term trend (whether
it increases or decreases) is a robust conclusion from our numerical
study.

Our simulations strongly suggest the existence of a saturation in
the disc-driven eccentricity growth, but do not pinpoint the exact
value of ecrit. In the next section we discuss the physical reasons for
this limit and analytically predict the value of ecrit.

4 EX P L A NAT I O N O F TH E S AT U R AT I O N

The growth of the eccentricity, from initial values e0 below a critical
eccentricity ecrit, and the decline of e from initial values e0 > ecrit call

C⃝ 2011 The Authors, MNRAS 415, 3033–3041
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS

 at Colman Library on M
arch 2, 2014

http://mnras.oxfordjournals.org/
Downloaded from 

Figure 2. Eccentricity population of MBHBs detectable by ELISA/NGO and PTAs, expected
in stellar and gaseous environments. Left panel: The solid histograms represent the efficient
models whereas the dashed histograms are for the inefficient models. Right panel: solid his-
tograms include all sources producing timing residuals above 3 ns, dashed histograms include
all sources producing residual above 10 ns.

mechanism (gas/star) we consider two scenarios (efficient/inefficient), to give an idea of the
expected eccentricity range. The models are the following

(i) gas-efficient: α = 0.3, ṁ = 1. The migration timescale is maximized for this high values
of the disc parameters, and the decoupling occurs in the very late stage of the MBHB
evolution;

(ii) gas-inefficient: α = 0.1, ṁ = 0.1. Decoupling occurs at much larger (factor 3-to-5) separa-
tions, and MBHBs have much more room to circularize;

(iii) stars-efficient: p(ei) ∝ e. Initial eccentricities are taken according to a thermal probability
density function [33];

(iv) stars-inefficient: ei = 0. Binaries are initially circular, a condition that minimizes the
effectiveness of eccentricity growth.

Results are shown in the left panel of figure 2, where we plot the residual eccentricity of all
sources detected with SNR> 8, when they enter in the ELISA/NGO band4. In general, MBHBs
evolving in gaseous environments are expected to retain a larger eccentricity, with a distribution
tail possibly extending to e ∼ 0.5. Residual eccentricities are mostly in the 10−4 − 10−2 range,
and are generally lower for star driven systems. Note that the distribution predicted by the
star-efficient model just overlaps to the one predicted by the gas-inefficient one. Therefore,
apart from those two extreme cases, the distributions predicted by the two families of models
are generally distinct, especially at the high e tail. A sufficient source detection statistics should
allow discrimination between gas and star driven dynamics, providing valuable information of
the MBHB environment.
4 The band entrance is defined as the frequency where the strain of the source hs squared equals the one-sided
noise spectral density of the detector S(f).
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“Classic” Results

• Factor of ~5 improvement of 5-year dataset. 
• Can update astrophysical prior based on Sesana (2013) and McWilliams et al (2014). 
• McWilliams and Sesana models only 0.8% and 20% consistent with data

Limit dominated by 
two lowest frequency bins

5-year

9-year
Prior

8

Uniform Agw Prior

McWilliams et al. (2014) Prior

-17 -16 -15 -14
log10 Agw

Sesana (2013) Prior

A95%
gw = 1.5⇥ 10�15

NANOGRAV NINE-YEAR ISOTROPIC GWB LIMIT 9

Table 2
Summary model parameters and prior ranges.

Parameter Description Prior Comments
White Noise

Ek EFAC per backend/receiver system uniform in [0,10] Only used in single pulsar analysis
Qk EQUAD per backend/receiver system uniform in logarithm [-8.5,-5] Only used in single pulsar analysis
Jk ECORR per backend/receiver system uniform in logarithm [-8.5,-5] Only used in single pulsar analysis
Red Noise

Ared Red noise power law amplitude uniform in [10-20,10-11] 1 parameter per pulsar
�red Red noise power law spectral index uniform in [0,7] 1 parameter per pulsar
GWB

Agw GWB power law amplitude uniform in [10-18,10-11] 1 parameter for PTA for power-law models
�gw GWB power law spectral index delta function Fixed to different values depending on analysis
⇢i GWB power spectrum coefficients at frequency i/T uniform in ⇢

1/2
i [10-18,10-8]a 1 parameter per frequency

A GWB broken power-law amplitude log-normalb for models A(B)
N (-14.4(-15),0.26(0.22)) 1 parameter for PTA for broken power law models

 GWB broken power-law low-frequency spectral index uniform in [0,7] 1 parameter for PTA for broken power law models
fbend GWB broken power-law bend frequency uniform in logarithm [-9,-7]c 1 parameter for PTA for broken power law models

a The prior uniform in ⇢
1/2
i is chosen to be consistent with a uniform prior in Agw for the power law model since 'i / A2

gw.

b These values are quoted in log base 10 and are obtained from MOP14 and S13.
c We choose different prior values on fbend when mapping to astrophysical model parameters as described in Section 5.
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Figure 2. Strain amplitude vs. GW frequency. The solid black and long
dashed black lines are the 95% upper limits from our spectral and power-law
analyses. The red, blue and green shaded regions are the one-sigma predic-
tions from the models of S13, RWS14, and MOP14. The green shaded region
uses the simulation results from MOP14, but replaces the fit to the GWB pre-
dictions used in that paper with the functional form given by Eq. (24).

when applying the same Bayesian analysis. Furthermore, we
find a slightly less constraining upper limit when using the
free spectrum model (power-law equivalent upper limit of
2 ⇥ 10-15). This is to be expected since the free spectrum
model has many more degrees of freedom (we use 50 free
amplitudes for each of the 50 frequencies in this case) over
the power law parameterization (1 degree of freedom). Thus,
since the power law model can leverage extra information at
all frequencies, as opposed to the spectrum model where each
frequency is independent of the others, more constraining up-
per limits are expected from a power law model. We also find
that the upper limit on the strain spectrum from the spectrum
analysis is consistent with white noise (i.e., hwhite

c ( f )/ f 3/2) at
frequencies & 3/T , where T is the length of the longest set of
residuals in the data set, which indicates that our GWB upper

limits are coming from the three lowest frequency bins. This
behavior is to be expected since we have several well timed
pulsars that do not span the full 9-year baseline (see Table 1)
and thus will have peak sensitivity at frequencies greater than
1/T .

From inspection of Figure 2 we see that our 95% upper limit
is within at least the 2-sigma confidence region of all three as-
trophysical models and is sensitive to a potential turnover in
the spectrum due to environmental coupling factors. We wish
to determine the level of consistency between our data and
the power-law models displayed in Figure 2. To accomplish
this we follow the method applied in Shannon et al. (2013).
Given that we have a model M for the value of the GW ampli-
tude Agw whose probability distribution function is denoted
p(Agw|M) and that we have a probability distribution func-
tion for Agw given the data, denoted p(Agw|d), where d repre-
sents the data, the probability that we measure a value of Âgw
greater than that predicted by the model, AM

gw, is given by the
law of total probablility

P(Âgw > AM
gw) =

Z 1

-1
p(Agw|M)dAgw

Z 1

Agw

p(A0
gw|d)dA0

gw.

(21)
Therefore, low values of P(Âgw > AM

gw) indicate that the range
of Agw that is consistent with our data is inconsistent with
the model M, and vice versa. To carry out this procedure
the distribution p(Agw|d) is simply the marginalized poste-
rior distribution when using the uniform prior on Agw. We
use log-normal distributions to model the MOP14, S13, and
RWS14, models. Since the models of RWS14, and S13 pre-
dict nearly the same GWB amplitude distribution (assuming
a power-law only) we make no distinction between these two
models. Furthermore, the model distributions on Agw, given
by log-normal distributions have mean and standard devia-
tions of (-14.4,-15) and (0.26,0.22) for the MOP14 (here-
after model A) and S13/RWS14 (hereafter model B) mod-
els, respectively. Using the aforementioned distributions and
Eq. (21) we find that our data are 0.8% and 20% consistent
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Gravitational waves from binary SMBHs 61

Figure 4. The four coloured dotted curves are the characteristic strain
spectra for the four w0 cases we consider, also shown with the same colours
in Fig. 2. The upper solid black curve corresponds to a stellar density profile
index of γ = 1, and the lower solid black curve corresponds to γ = 2;
both are calculated assuming w0 = 0, and so may be compared with the
green (uppermost, w0 = 0) dotted curve. The grey shaded area represents
an approximate 68 per cent confidence interval in our prediction of hc(f ),
given observational errors in the SMBH–bulge mass relation and the galaxy
stellar mass function (a 0.4 dex range), allowing for the full range of w0
values, and including a possible increase of 0.15 dex in the predictions if
the binary SMBH population statistics were accurately specified (Shannon
et al. 2013). The black dot indicates the most recent 95 per cent confidence
upper limit on the stochastic Gaussian GW signal (Shannon et al. 2013, see
text for details). The characteristic strain spectrum calculated here in the
circular, GW-driven case (and shown in Figs 2 and 3) is displayed as a black
dashed line. The vertical dotted line indicates a frequency of (1 yr)−1.

at redshifts z ≤ 1 for a variety of assumed quasar light curves. This,
together with the reproduction of the local SMBH–galaxy scal-
ing relations, suggests that the rate of formation of massive binary
SMBHs at low redshifts is satisfactorily reproduced by the G11
semi-analytic model, which is used as the basis for this paper. Fur-
thermore, the characteristic strain spectrum expected in the w0 = 0
case for binaries with combined masses M1 + M2 > 2 × 108 M⊙
at redshifts z ≤ 1 has a maximum disparity with the unrestricted
spectrum of 0.02 dex. Hence, our model robustly predicts the contri-
bution to the GW signal from massive, low-redshift binaries, which
are likely to dominate the total GW signal (see also Wyithe & Loeb
2003; Sesana 2013a).

However, there remain a range of theoretical uncertainties. For ex-
ample, the G11 model treatment of SMBHs does not include phys-
ically motivated prescriptions for SMBH formation (e.g. Haiman
2013), SMBH ejection caused by gravitational recoil following the
coalescence of binary systems (e.g. Kulier et al. 2013) and does not
account for any mass accreted on to SMBHs in merging galaxies
prior to coalescence (e.g. Van Wassenhove et al. 2012).

There are also specific observational uncertainties in tuning the
semi-analytic model. The current sample of SMBH and host galaxy
bulge mass measurements, which is used to tune the quasar-mode
SMBH accretion efficiency, allows for a 1σ confidence interval
of ∼0.2 dex in the SMBH masses (Shannon et al. 2013). Similarly,
the galaxy stellar mass function predicted by the G11 model is
matched to Sloan Digital Sky Survey observations in the nearby Uni-
verse (e.g. Li & White 2009). These observations have a ∼0.2 dex
systematic uncertainty, with negligible contribution from cosmic
variance (Li & White 2009), which corresponds (to first order) to
a ∼0.3 dex uncertainty in the galaxy merger rate.

The uncertainty in SMBH masses corresponds to a ∼0.3 dex
uncertainty in #GW(f ), while the uncertainty in the merger rate
translates directly to the range of predictions for #GW(f ) allowed by
the observed galaxy stellar mass function. Combining both ranges
results in a 0.4 dex (1σ ) uncertainty in #GW(f ), which corresponds
to a 0.2 dex uncertainty in hc(f ).

3.3.2 The binary evolution model

In this paper, we assume that all galaxies hosting SMBHs have
spherically symmetric central stellar density profiles that are power-
law functions of radius, r, following Sesana (2010). That is, the
stellar density, ρ(r), is proportional to r−γ , where we have hith-
erto assumed γ = 1.5. These profiles are equivalent to the central
(asymptotic) behaviour of the Dehnen (1993) stellar potential and
density models, which correspond well to high-resolution observa-
tions of the centres of nearby galaxy bulges (Faber et al. 1997). Our
assumption of a universal γ is, however, not in agreement with ob-
servations, which typically show 1 ! γ ! 2, with γ = 1 correspond-
ing to the most extreme ‘core’ galaxies and γ = 2 corresponding to
the most extreme ‘power-law’ galaxies (Dehnen 1993; Faber et al.
1997). Furthermore, ‘core’ galaxies are generally more massive,
early-type systems with more massive SMBHs, and ‘power-law’
galaxies are generally less massive, late-type systems with less
massive SMBHs (e.g. Faber et al. 1997; McConnell & Ma 2013).
While we do not attempt to correlate γ with galaxy properties from
the G11 model, we show in Fig. 4 characteristic strain spectra in the
w0 = 0 case for γ = 1 and 2. The logarithmic differences between
the spectra for these γ values and the w0 = 0 spectrum for γ = 1.5
may be applied only approximately to the spectra for other w0 val-
ues, because varying γ varies both the rate of semimajor axis decay
and the rate of eccentricity evolution for binaries.

The model that we use (Sesana et al. 2006; Sesana 2010) for bi-
naries evolving through separations less than aH due to interactions
with fixed stellar backgrounds is qualitatively similar to the results
of recent numerical simulations of dry (i.e. free of dynamically sig-
nificant gas) galaxy merger remnants (Khan et al. 2012). However,
as we show in Appendix A, it is apparent that the model we use
includes stronger stellar-driven orbital decay than the simulations of
Khan et al. (2012). This is despite our assumption (see Section 2.2)
that the rate of semimajor axis evolution is independent of binary
eccentricity. This is not surprising, because the assumption of a fixed
stellar background is qualitatively equivalent to the assumption of a
full stellar loss cone (cf. Quinlan & Hernquist 1997; Sesana 2010).
Hence, the model we use maximizes binary orbital decay rates, in
particular for spherically symmetric stellar distributions.

We are likely therefore to be overestimating the effects of stellar
interactions on the binary SMBH population. The numerical sim-
ulations of Khan et al. (2012) suggest that the orbital frequencies
at which binary SMBH evolution begins to be predominantly GW
driven are up to 0.45 dex less than the corresponding frequencies
that result from the model we use. This implies that the frequency
below which the characteristic strain spectrum turns over from the
hc(f ) ∝ f −2/3 power law may be up to 0.45 dex lower than we
predict.

While the Vvir–σ relation that we assume is established in the
local Universe (Baes et al. 2003), it has not been studied at higher
redshifts. Given the expected decrease in the stellar mass in a halo
of a given mass with increasing redshift (Moster et al. 2010), it
is possible that we are overestimating the velocity dispersions of
the stellar cores of merger remnants beyond the local Universe.

MNRAS 442, 56–68 (2014)
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• Galaxy Merger Rates 
• Black hole-host correlations (i.e., 

M-sigma, M-M_bulge)

• Environmental effects: 
• Stellar Hardening 
• Circumbinary disk interaction 
• Orbital eccentricity

• Very large parameter space with many degeneracies 
• Take a piecewise approach where each effect is investigated separately 
• Parameters of interest: stellar density, mass accretion rate, initial eccentricity 
• Cannot provide quantitative limits but can provide qualitative constraints that 

give us clues about the dynamic properties of SMBHBs



Black hole-host constraints
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Parameterization of a 
“generic” SGWB

• Physics that drives binary to small orbital separations becomes very important in 
our most sensitive frequency band (f~10 nHz) 

• Can be simply parameterized by:

B = 22.2 B = 2.3

Sampson+2015 11
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Stellar Hardening Constraints
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• Map 

• Expected range 

•  McWilliams model in tension even if 
massive ellipticals have densities 2-3 
higher than at z=0 

• Sesana model unconstraining
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Circumbinary Disk Interaction 
Constraints
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• Map  

• Expected range 

•  McWilliams model in tension with 
expected values but short episodic 
bursts could produce much higher 
rates 

• Sesana model unconstraining
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Orbital Eccentricity 
Constraints
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• Map  

• Expected range is unknown and hard 
to pin down with N-body simulations. 

• McWilliams model favors large 
eccentricities 

• Sesana model less constraining but 
does favor e>0.3
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Conclusions
• “Classic” power law upper limits most constraining to date 

• For the first time, our data can inform us on the shape of the GWB 
spectrum 

• For the first time, our data can be used to place constraints on 
stellar hardening and circumbinary disk interaction parameters that 
play a critical role in solving the final parsec problem 

• Can still do important astrophysics even without a direct detection! 

• All of these limits and astrophysical inferences will be more 
constraining with upcoming International Pulsar Timing Array (IPTA) 
data.
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