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Why laboratory astrophysics
Problem of transitions missing in databases: Fe L
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Figure 11 Effect of transitions from levels with high principal quantum numbern on
emission spectra. (a) Spectrum of Capella recorded withASCA. From Brickhouse et al.
(2000). Contributions from ions of different elements are indicated. Much of the emission
is from iron L-shell lines. A fit of the data neglecting high-n transitions is shown as a solid
curve. The dark area around 10Å indicates the difference between the observed spectrum
and the fit. (b) Measurement of the FeXVII emission on EBIT-II up to the series limit. The
shaded area is from levels with principal quantum numbern ≥ 5.

Drake 2000). The result was an underestimation of the observed X-ray flux near
10Å. Laboratory measurements conducted at the Livermore EBIT-II facility con-
firmed the weakness of the individual lines neglected in the fit (Brown et al.
1998). But because the many smalln ≥ 5 → n = 2 transitions bunch up
near the ionization limit (10̊A for Fe XVII , 9.25 Å for Fe XVIII ), they add up
in a small region. The laboratory measurements for FeXVII showed that the
n ≥ 5 → n = 2 transitions account for more than a tenth of the flux of the
strongest FeXVII line, enough to account for the missing flux in the fit of theASCA
data.
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Figure:
Beiersdorfer 2003, ARAA 41, 343

ASCA spectrum:
Brickhouse+2000, ApJ 530, 387

EBIT data:
Brown+1998, ApJ 502, 1015

Weak lines are important:
Model fit to Capella: only
strong n = 3, 4→ 2 transi-
tions in Fe xvii and xviii.

EBIT data: sum of weak
n ≥ 5→ 2 transitions con-
tributes > 10% of total flux

Labastro helps us make our
models reliable

2



The LLNL Electron Beam Ion Trap Facility

LLNL EBIT-I and a few EBIT spectrometers

EBHIX (crystal spectrometer)

E/∆E > 5000 in the
∼ 2 to 7 keV band

Grating Spectrometer
• resolving power of ∼ 3000

at 300 eV
• timing resolution of 40 ns

Properties of EBIT-I
• Monoenergetic beam:

FWHM∼ 20–50 eV

• ∼ 60µm beam diameter

• Ebeam =100 eV to > 100 keV

• ne ∼ 1011−1012 cm−3

• nion ∼ 1010 cm−3

• We can sweep the beam
− linearly
− quasi-Maxwellian

Properties of the ECS:
• calorimeter spectrometer
• energy resolution of ∼ 5 eV 6 keV
• broadband ∼ 100 eV to > 60 keV
• 65 hour integration times
• large collection area

ECS

EBIT-I

User-friendly lab-astro research facility;
also available as calibration facility (Brown+2010, SPIE 7732, 77324Q).
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Heidelberg Flash-EBIT / PolarX-EBIT at X-ray Light Sources

Resonant photo-excitation in an EBIT
Rudolph+2013

achievable is predominantly determined by the electron
beam accelerating potential, and narrow charge state
distributions are routinely achieved. For the experiments
presented here, neutral iron atoms are brought into the
trapping region by means of a molecular beam of iron
pentacarbonyl, which undergoes dissociation and ioniza-
tion at the crossing point with the electron beam. Once the
ions are generated, they are radially trapped by the negative
space charge of the beam and axially by the drift tubes.
By limiting the electron beam energy to 3.24 keV, the
highest charge state produced was Fe24þ. At this relatively
low electron beam energy, direct electron impact excitation
of the n ¼ 1–2 transitions in the Fe ions was precluded.
Photorecombination-induced background was also absent
in the Fe K� energy region, since the sum of the ionization
potential of n ¼ 2 shell vacancies and the kinetic energy of
the electron amounts to less than 5 keV. Typical emission
spectra with fluorescence photons separated from photo-
recombination background are shown in Fig. 2.

Trapped ions were resonantly excited using the high-
fluence photon beam at the Dynamics Beam line P01 at
the PETRA III synchrotron x-ray source. At P01, the ultra-
intense x-ray beams are generated using two 5 m long
undulators with a period length of 32 mm. Because of
the magnetic field orientation of the undulators, a horizon-
tally polarized photon beam is produced. The beam line is
dedicated, in general, to inelastic x-ray and nuclear reso-
nant scattering; both methods require high flux. A double-
crystal high-heat-load monochromator (HHLM) equipped
with two Si crystal pairs is employed. The Si(111) cut
crystal yields a resolution of about 1 eV FWHM at
6.6 keV, and with the Si(311) cut 0.2 eV is achieved, albeit
with reduced beam intensity. After the HHLM the flux was

up to 1012 photons per second on a spot of less than 1 mm
diameter and a resolving power of E=�E � 20000 was
achieved.
The photon beam at P01 was brought into FLASH-EBIT

through a beryllium window installed in the electron beam
collector chamber. Following our earlier work at advanced
light sources, the P01 photon beam is superimposed along

(a) (b) (c)

FIG. 2 (color). Typical emission spectra. (a),(b) Detector yield
plotted against monochromator energy. Strong signals due to
energy dependent fluorescence photons, well separated from
energy independent background at lower energies, are visible.
On top of the constant background caused by electron impact
excitation there is an enhancement at 5 and 3.9 keV. This is due
to radiative recombination (RR) by the electron beam into the
n ¼ 2 and n ¼ 3 shell. Below 3 keV, strong absorption by
the beryllium windows installed in front of the detectors sup-
presses the signal. (c) The blue curve shows the detector yield in
the resonance regime of spectrum (a) and the green curve in a
region off resonance of the same width.

FIG. 1 (color). Scheme of the experimental setup. An electron beam accelerated toward the trap center and compressed by a coaxial
6 T magnetic field produces Fe24þ ions which are then irradiated by a monochromatic x-ray beam. Resonant excitation leads to
fluorescence emission, which is registered by germanium photon detectors.
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EBIT breeds ions with Ee < excitation threshold

Example: Fe Kα lines
Rudolph+2013, PRL 111, 103002
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tion at the crossing point with the electron beam. Once the
ions are generated, they are radially trapped by the negative
space charge of the beam and axially by the drift tubes.
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excitation there is an enhancement at 5 and 3.9 keV. This is due
to radiative recombination (RR) by the electron beam into the
n ¼ 2 and n ¼ 3 shell. Below 3 keV, strong absorption by
the beryllium windows installed in front of the detectors sup-
presses the signal. (c) The blue curve shows the detector yield in
the resonance regime of spectrum (a) and the green curve in a
region off resonance of the same width.

FIG. 1 (color). Scheme of the experimental setup. An electron beam accelerated toward the trap center and compressed by a coaxial
6 T magnetic field produces Fe24þ ions which are then irradiated by a monochromatic x-ray beam. Resonant excitation leads to
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⇒ directly probe atomic structure (e.g., Bernitt+2012, Nature 492, 225)

⇒ Line energies with ∼ 70 meV accuracy (Rudolph+2013, PRL 111, 103002)

⇒ Lifetimes: natural line widths with 10–200 meV accuracy
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K-shell transition energies in L-shell ions

Example:
Black-hole high-mass X-ray binary Cygnus X-1

  
Copyright: ESA. Illustration by Martin Kornmesser, ESA/ECF

Cygnus X-1

HDE 226868
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Problem:
I calculations of transition energies vary ∼ 2–5 eV

I uncertainty corresponds to several 100 km s−1 in Si

⇒ uncertainties on the order of expected Doppler shifts
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K-shell transition energies in L-shell ions
Vela X-1 (Chandra-HETG) vs.
EBIT-I/Calorimeter: Si

Hell+2016, ApJ 830, 26
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K-shell transitions in L-shell ions:
I used to be missing in databases
I seen in many places (HMXBs,

AGN, etc)
I seen from Ne, Mg, Si, S

(e.g., Watanabe+2006; Behar;
Hanke+2009; Grinberg+2017)

EBIT-I measurement:
I Resolution: 4.6 eV
I Uncertainties

(including systematic):
< 0.5 eV (strong lines) –
< 1 eV (weak lines)
. 100 km s−1

I comparison to FAC: good to ∼1 eV
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Improve accuracy with crystal spectrometer: Sulfur Kα

ECS: model components

EBHiX: 0.5 eV resolution

ECS: 4.6 eV resolution

solid state: 150 eV resolution
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Hell 2017, PhD thesis

Crystal data (EBHiX):
I resolution: ∼ 0.5 eV

I accuracy: < 0.2 eV
(< 30 km s−1)

Theory:
Better agreement for
advanced calculations
with MRMP
Beiersdorfer+2017, NIMB 408, 67

Good agreement with
ECS measurement, but
much more detail
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Crystal spectrometer fit: < 0.2 eV accuracy

Detailed view of C-like S
Hell (2017) PhD
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n >= 3 to 1 transitions in lower charge states

Chandra HETG spectrum of GRS1915+105 entering its obscured state

Figure 3. Spectrum from ObsID 22213, captured as GRS 1915+105 entered the obscured state (also see Figure 1). The data were binned according to the “optimal”
binning scheme of Kaastra & Bleeker (2016). The model (shown in red) included two layers of photoionized absorption to describe an apparent wind, and reflection
with dynamical blurring. The wind is found to be dense and slow moving and to originate at small radii. It may not escape from the system and may build up the
obscuring material that later buries the central engine in a Compton-thick cloud. Left: spectrum and model on a broad passband. Right: spectrum and model in the Fe
K band. See Table 2 for the spectral fit parameters.

Table 2
Fits to ObsID 22213, as GRS 1915+105 Entered the Obscured State

Parameter Time Avg. One Two Three Four Five Six Seven Eight
f=−0.4375 f=−0.3125 f=−0.1875 f=−0.0625 f=0.0625 f=0.1875 f=0.3125 f=0.4375

NH,inner -
+0.7 0.2

0.1
-
+1.0 0.8

0.5
-
+0.8 0.4

2.7
-
+0.8 0.3

0.5
-
+0.3 0.1

0.1
-
+0.3 0.1

0.5
-
+0.34 0.18

0.01
-
+0.2 0.1

0.4
-
+0.5 0.2

0.4

logxinner -
+4.2 0.3

0.1
-
+3.6 0.1

0.1
-
+4.9 0.4

0.7
-
+3.6 0.2

0.3
-
+2.9 0.1

0.1
-
+3.9 0.3

0.2
-
+3.07 0.04

0.05
-
+3.32 0.1

1.0
-
+3.3 0.1

0.2

sinner -
+70 21

18 70* 70* 70* 70* 70* 70* 70* 70*

vinner - +
-35 70

70
-
+360 100

420 - +
-50 120

590 - +
-110 70

90 - +
-300 60

130 - +
-360 90

120 - +
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90 - +
-540 300

3340
-
+0 100
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NH,outer -
+0.28 0.04

0.05
-
+0.08 0.04

0.08
-
+0.29 0.10
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-
+0.16 0.07

0.11
-
+0.018 0.02

0.05
-
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0.13
-
+0.03 0.02
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-
+0.2 0.1

0.1
-
+0.0 0.0

0.9

logxouter -
+2.98 0.06
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-
+3.08 0.11

0.08
-
+3.11 0.15

0.08
-
+2.8 0.2

0.2
-
+2.7 0.3

0.3
-
+2.9 0.1

0.2
-
+2.7 0.7

0.3
-
+3.0 0.1

0.1
-
+5 5

5

souter -
+30 10

10 29* 29* 29* 29* 29* 29* 29* 29*

vouter - +
-50 40

20 0* 0* 0* 0* 0* 0* 0* 0*

Γ -
+1.94 0.04

0.05
-
+1.74 0.05

0.04
-
+2.0 0.1

0.1
-
+1.9 0.1

0.1
-
+1.8 0.1

0.1
-
+2.0 0.1

0.2
-
+1.98 0.07
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0.3
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+1.79 0.05
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Scale -
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0.2
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+0.1 0.1

0.2
-
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rinner -
+2200 1280

7800 2200* 2200* 2200* 2200* 2200* 2200* 2200* 2200*

cos(θ) -
+0.95 0.07

0.01 0.95* 0.95* 0.95* 0.95* 0.95* 0.95* 0.95* 0.95*

Norm. -
+170 30
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-
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10
-
+250 20

20
-
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-
+70 20
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-
+140 40
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-
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-
+100 20
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-
+100 10

290

-Fabs,3 10 -
+1.2 0.2

0.3
-
+1.4 0.1

0.1 1.26 9( ) -
+1.1 0.3

0.6 0.9(2) -
+0.9 0.3

0.6
-
+1.14 0.21

0.05
-
+1.3 0.2

2.0
-
+1.4 0.2

4.2

-Funabs,0.5 30 -
+11. 2

3
-
+11.9 1.3

0.9 15(1) -
+9 2

4 6(1) -
+6.2 1.6

4.4
-
+7.7 1.4

0.3
-
+7.3 1.3

11.7
-
+7.6 1.2

22.8

-L0.5 30 -
+10 2

3
-
+10.6 1.2

0.8 13.1(9) -
+8 2

4 5 1( ) -
+5.5 1.4

3.9
-
+6.9 1.2

0.3
-
+6.5 1.2

10.4
-
+6.7 1.0

20.3

C-stat. 1148.8 424.5 390.9 401.1 439.3 407.0 397.0 386.6 359.9
ν (dof) 1090 423 378 378 378 378 378 378 378

Note. Fit parameters to the time-averaged and phase-selected spectra of ObsID 22213, grouped by inner photoionization zone, outer photoionization zone, reflection
parameters, and fit statistics. The fits were made in SPEX using an overall line-of-sight column density ( = ´ -N 5.3 10 cmH

22 2, fixed in all cases), two photoionized
absorption zones (via the “pion” model), and reflection (via “refl”). Please see the text for details. Column densities are in units of 1024 cm−2. The σ parameter is the
rms broadening within each photoionization zone in units of km s−1; the time-averaged value was fixed in fits to the phase-selected spectra. The v parameter is the
motion of the zone with respect to the line of sight in units of km s−1; negative velocities are blueshifts. The velocity of the outer zone is consistent with zero in the
time-averaged spectrum and poorly constrained in the phase-selected spectra, so a value of zero was fixed in fits to the phase-selected spectra. The reflection “scale”
parameter is similar to the “reflection fraction” in other models. The rinner parameter is the inner “blurring” radius for the reflection component; it was possible to
constrain this parameter in fits to the time-averaged spectrum, and this value was then fixed in fits to the phase-selected spectra. The cos(θ) parameter is the angle at
which the reflector is viewed with respect to the line of sight; this parameter could only be constrained in the time-averaged spectrum and was then fixed in fits to the
phase-selected spectra. The reflection normalization is in units of 1044 photons s−1 keV. Flux values are quoted in the 3–10keV band, as observed (absorbed) in units
of 10−9 erg cm−2 s−1. Unabsorbed flux values are also quoted for an extrapolation to the 0.5–30keV band; luminosities in this band are quoted in units of
1037 erg s−1. Note that the time-averaged luminosity corresponds to an Eddington fraction of λ=0.06, although the observed flux is fractionally much lower than
typical values.

5

The Astrophysical Journal, 904:30 (17pp), 2020 November 20 Miller et al.

Miller et al. (2020) Apj 904, 30
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Sulfur Kβ for L-shell ions

Rahin, Hell, et al. (2023, in prep)
Measurement with ECS at LLNL SuperEBIT
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K-shell transitions from
n ≤ 3 states would benefit
from some improvements.
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Sulfur Kβ for L-shell ions

Rahin, Hell, et al. (2023, in prep)
Measurement with ECS at LLNL SuperEBIT
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Sulfur Kβ for L-shell ions

Rahin, Hell, et al. (2023, in prep)

Measurement with ECS at LLNL SuperEBIT

Comparison to theory
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The Fe Kβ spectrum

Measurement with ECS at LLNL EBIT-I, compared to our FAC calculations
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A more detailed view: Fe Kβ at Petra-III
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I resonance excitation with high-resolution photon beam
I disentangle line blends by selective charge state breeding
I Measurements for Fe9+ (Ar-like) to Fe23+ (Li-like)
I analysis in progress (lead: J. Stierhof)
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EUV line surveys
Comparison of theory line lists: Fe IX

Beiersdorfer&Träbert (2018)

Figure 9. Model predictions of the Fe IX emission in the spectral range λ165–λ175: (a) CHIANTI v7.0; (b) CHIANTI v8.0; and (c) MRMP and FAC calculations
from Beiersdorfer et al. (2014a). Line intensities calculated at an electron density of 1010 cm−3 and an electron temperature of 68 eV are given as thin blue lines. Line
intensities calculated at an electron density of 1015 cm−3 and an electron temperature of 68 eV in panels (a) and (b), and those calculated at the EBIT-I electron density
of 5×1011 cm−3 and an electron beam energy of 2000 eV in panel (c) are given as thick, green lines. Lines deemed as “verified” in the CHIANTI database are shown
in orange and red for densities of 1010 cm−3 and 1015 cm−3, respectively. The three additional verified lines in (b) are emphasized with a red arrow. For a better
comparison, the intensity of the strong, well-known emission line at 171 Å is set to unity in all three panels. The strongest features of panel (c) are labeled A through O.
These labels are used in panel (b) to point out lines common to both panels; they are also used in Figures 6 and 7 and in Table 5 for line assignments.
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orange/red: lines considered verified

EBIT-I measurements
Beiersdorfer&Träbert (2018)

likely be an Fe IX line. The features at 170.9 Å, 173.9 Å, 174.1 Å,
and 174.2Å, however, could be additional Fe IX lines. One or
more could also be from Fe X, for which we do not have accurate
calculations, as mentioned earlier.

It is clear that further high-resolution measurements at finer
energy grid points, such as those presented by Lepson et al.
(2000), will be needed to make progress on Fe IX identifications.

3.6. Nickel

Our nickel spectra were recorded at electron beam energies
ranging from 300 to 2100 eV. They show a plethora of lines,
especially from Ni XIV and Ni XV, at beam energies of 500 eV
and higher, as seen in Figure 10. Only about half of the nickel
lines seem to be listed in the two databases, while the other half

Figure 6. Expanded view of the spectra of iron in the spectral range λ165–λ170 recorded on EBIT-I at electron beam energies of 200 eV (red trace), 300 eV (orange
trace), 600 eV (green trace), 1600 eV (blue trace), and 2600 eV (black trace). Identified spectral features are labeled by the corresponding spectrum; newly assigned
Fe IX features are labeled A through D. Unassigned features are labeled with black or blue question marks, indicating iron lines from spectra below, or at or above
Fe IX, respectively.

Figure 7. Expanded view of the spectra of iron in the spectral range λ170–λ175 recorded on EBIT-I at electron beam energies of 200 eV (red trace), 300 eV (orange
trace), 600 eV (green trace), 1600 eV (blue trace), and 2600 eV (black trace). Identified spectral features are labeled by the corresponding spectrum; newly assigned
Fe IX features are labeled E through O. Unassigned features are labeled with blue question marks, indicating iron lines from spectra at or above Fe IX.
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different colors at different beam energies, i.e., varying
charge balance

Line content
differs between
database
versions and
different
calculations.
Laboratory
benchmarks are
needed.
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Photoionization resonance energies
Lab-astro with Chandra-HETG
Gatuzz+2013, ApJ 768, 60; Garcia+2017, AIPCP1811

Oxygen Cross-Sections

10−2

10−1

100

101

102

 21  21.5  22  22.5  23  23.5  24

C
ro

ss
 S

ec
tio

n 
(M

b)

Wavelength (Å)

O I
O II
O III

Stolte+97

Theoretical photoabsorption cross sections for O i (red), O ii (green), and O iii (blue)
computed by Garcı́a+05 which are implemented in the warmabs model. The black solid
line is the laboratory measurement by Stolte+97.

(Gatuzz+13)
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Chandra HETG observations (dashed lines) dis-
agree with resonance energies of theoretical pho-
toionization cross sections of O ions and with lab
measurements that were calibrated on O2.

EBIT simulatenous with gas chambers at
BESSY synchrotron

Leutenegger+2020, PRL, 125, 243001

achieve 30 meV precision in calibrating the O2 Ry-
dberg spectrum against He-like N VI
‘old’ O2 calibration standard is off by ∼500 meV

Measurement at BESSY resolves the problem identified with Chandra-HETG
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Te-dependent dielectronic satellites of Fe XVII
Spectral emission as function of electron energy

Beiersdorfer+2017, AIP CP 1811, 040001
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(Beiersdorfer+2017, AIP CP 1811, 040001)
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DR temperature diagnostic for stellar coronae

Chandra HEG spectra of Capella
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Fig. 2.— Co-added (298 ks) HEG spectra of Capella: (a) plus order, linear scale; (b) minus

order, logarithmic scale. The observations are overlaid with a best fit model (red line) based

on an augmented APEC data base that excludes flux from DR-excited the Fe XVI lines.

Excess flux due to possible n = 4 DR satellite lines is indicated.
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Beiersdorfer+2018, ApJ 864, 24

Coronal temperatures of
Procyon and Capella
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Fig. 1.— Predicted (red trace) and empirically adjusted (blue trace) intensity ratio of the n =

4 DR satellites and line 3C. The predictions are from our FAC calculation and the adjustment

uses the experimentally determined multiplyer for measured and calculated electron-impact

excitation cross sections of line 3C. The ratios inferred from fitting the Capella and Procyon
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red: theory
blue: scaled to EBIT-I results

Would
be even
better
resolved
with
Arcus!

n = 4 DR satellite to 3C intensity ratio provides very accurate measure for coronal temperatures:
Procyon: 264+142

−51 eV (3 photons!) and Capella: 514+27
−25 eV

⇒ ∼5% uncertainty dominated by counting statistics

Method pioneers the possibility to infer temperature of stellar coronae from DR satellite lines.
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Line formation contributions: cross section measurements
Shah, Hell, et al. (2021), ApJ 914, 34

Collisional excitation cross sections: normalize CE to RR
Sulfur Kα measured with ECS @ LLNL EBIT-I:

Collisional excitation (CE):

measured values for lines w and z agree very well with the
values predicted by the distorted wave method, within
uncertainty limits (Figure 7). The resonance line, w, shows a
positive degree of polarization, which suggests that it is
polarized parallel to the quantization axis, or, the electron beam
propagation axis. This is due to the fact that the mj=0 magnetic
sublevel of the 1s2p 1P1 upper state is predominantly populated
relative to that of mj=±1, following direct excitation from the
ground state, resulting in nonzero alignment (Inal & Dubau
1987; Surzhykov et al. 2006).

Conversely, for direct excitation of the 1s2s 3S1 upper state,
the populations of magnetic sublevels mj= 0 and mj=±1 are
identical at any given electron-impact energy. Thus, the
alignment is zero, and consequently, the degree of polarization
for line z is zero. Our basic two-level (1s2–1s2s) calculation
also predicts the same for line z (Figure 7, dashed–dotted line).
However, we observed a negative degree of polarization. This
is because the upper level of line z is mostly populated by
cascades from higher-lying levels (Beiersdorfer et al. 1996;
Hakel et al. 2007; Chen et al. 2015). At 2.6 keV beam energy,

only cascades from n= 2 levels are possible, and these
contribute significantly to the degree of polarization of line z.
Above this beam energy, the high 1snl states are open to direct
excitation from the ground state. Therefore, at 3.6, 6.4, and
8.9 keV beam energies, strong cascades from n� 3 further
decrease the degree of polarization for both lines w and z. The
dashed curves in Figure 7 show changes in X-ray polarization
due to cascades from different n levels, up n= 16.
For beam energies above 3.14 keV, collisional inner-shell

ionization of lithium-like S XIV ions plays an important role, as
it populates the 1s2s 3S1 level via ionization of the lithium-like
ground state, 1s2–1s2s (Inal & Dubau 1987). We used FAC to
calculate the magnetic-sublevel populations following colli-
sional ionization, in order to check its effect on the polarization.
We vary the fractional abundance of S XIV ions relative to that
of S XV ions in these calculations. The solid curves in Figure 7
show polarization predictions, including both cascades and CI,
with a varying relative ion population. The contribution to line
z from CI is essentially unpolarized, as both magnetic
sublevels, mj=±1/2, of lithium-like ground state 2S1/2 have
identical values in an axially symmetric system (Mehlhorn
1968). Therefore, the larger the fraction of the upper state of
line z, populated via CI of S XIV, the greater the reduction in
the observed degree of polarization. This effect becomes more
significant with increasing electron beam energy, as the relative
importance of CI increases with increasing collision energy. In
fact, our experiment with medium charge-balance settings
shows excellent agreement with the theory when CI is
accounted for using the charge balance measured from the
strengths of the RR peak strengths and the inner-shell satellite
lines, q and r. Conversely, the predicted polarization for
the high charge-balance measurements has only a small
correction from inner-shell ionization, and a model only
including cascades agrees very well with our measurements,
as the fractions of S XIV ions are relatively small compared to
those of S XV.
The Breit interaction (Breit 1929), a relativistic correction to

instantaneous Coulomb repulsion, is usually important for
high-Z ions (Fritzsche et al. 2009), but may considerably alter
the degree of polarization for low- and medium-Z ions (Shah
et al. 2015). Moreover, such relativistic effects become
progressively more significant as the incident electron-impact
energy increases (Reed & Chen 1993). We considered these
effects in our calculations, but we did not find a substantial
change in the degree of linear polarization for lines w and z.
Moreover, two-photon E1 radiative decay can also affect

Figure 6. S K-shell EIE spectrum at an electron-impact energy of 2.6 keV, and
best-fit model.

Table 3
Measured Degree of Linear Polarization and Total Electron-impact Excitation Cross Sections in 10−21 cm2

Beam Energy (eV) w Polarization (MC) w Polarization (HC) w Total Cross Sections (MC) w Total Cross Sections (HC)

2650 0.56 ± 0.03 0.57 ± 0.03 2.65 ± 0.18 2.57 ± 0.19
3650 0.53 ± 0.03 0.53 ± 0.03 3.48 ± 0.24 3.70 ± 0.40
6400 0.45 ± 0.03 0.50 ± 0.02 3.08 ± 0.48 3.45 ± 0.26
8900 0.31 ± 0.06 4.06 ± 0.55

z Polarization (MC) z Polarization (HC) z Total Cross Sections (MC) z Total Cross Sections (HC)

2650 −0.19 ± 0.04 −0.19 ± 0.02 1.33 ± 0.09 1.35 ± 0.10
3650 −0.09 ± 0.04 −0.20 ± 0.02 2.01 ± 0.14 1.54 ± 0.17
6400 −0.01 ± 0.04 −0.13 ± 0.03 2.04 ± 0.18 0.94 ± 0.07
8900 0.00 ± 0.05 2.60 ± 0.36

Note. The terms MC and HC stand for medium charge balance and high charge balance, respectively.
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Radiative recombination (RR):

sublevels of the upper state, which produce anisotropic and
polarized X-rays (Beiersdorfer et al. 1996). Therefore, EIE
cross sections between the magnetic sublevels of upper and
lower states were computed using FAC. The X-ray polarization
is then obtained from the calculated magnetic-sublevel cross
sections, smj, and intrinsic anisotropic factors, α2, for each line
from S X– XV ions. We also accounted for depolarization due
to radiative cascades, and the transverse component of electron
energy due to the cyclotron motion of electrons inside the
electron beam (Gu et al. 1999). Using the optical theory of
electron beam propagation by Herrmann (1958), we estimated
the transversal energy component to be ∼180 eV. The optical
theory predictions are generally found to be in good agreement
with the laboratory measurements (Beiersdorfer & Slater 2001;
Shah et al. 2018).

The produced atomic data, including line energies, transition
rates, autoionization rates, and magnetic-sublevel-resolved EIE
collision strengths, were then fed into the collisional–radiative
model of FAC (Gu 2008). This solves a system of coupled rate
equations to obtain level populations for specified input
experimental conditions, such as the electron beam energy and
density. The resulting level populations are then used to produce a
synthetic EIE spectrum at each electron beam energy. An example
is shown in Figure 5, where each line is convolved with the ECS
calorimeter resolution. The synthetic spectrum allows us to
account for all possible weak transitions, which have a non-
negligible contribution to the measured line intensity, particularly
in lower charge state Be-, B-, and C-like S ions. Furthermore, the
relative intensities also take into account the inferred fractional
abundances from the RR analysis.
Experimental EIE spectrum—We first initialize the EIE

spectrum fit using the initial values of line positions and
relative intensities from the synthetic spectrum. In our fitting
procedure, we use a single value of the Gaussian width for the
Voigt profiles, representing the quadrature sum of the core of
the calorimeter line-spread function and Doppler broadening of
the ions, which is tied to the forbidden line z. We allowed the
Lorentzian width to vary for each line; this parameter
empirically accounts for the natural line widths of the lines,
as well as the representation of multiple grouped satellite lines
of lower charge states with similar energies, and also a small
additional contribution from the calorimeter line-spread func-
tion. Moreover, the line positions are allowed to vary within
one FWHM to account for residual uncertainties in the
transition energies, and relative intensities can vary freely to
account for any differences that may stem from the polarization
and cross section calculations. The background is mostly due to
bremsstrahlung. We used a linear function to model it in the
energy range used here. Based on these constraints, we
obtained good fits to EIE spectra measured at each electron
beam energy. An example EIE spectrum, acquired at 2.6 keV
beam energy, and with medium charge balance, is shown in
Figure 6, together with our best-fit model.

4. Results and Discussion

4.1. Degree of Linear Polarization

Table 3 shows the measured degree of linear polarization of
lines w and z at four different electron beam energies. Our

Figure 4. Top panel (a): S RR spectrum and spectral fit to the measured data.
The vertical stems indicate the position and relative intensity of individual RR
lines from different charge states. Middle panel (b): fit residuals. Bottom panel
(c): relative charge balance inferred from the RR analysis of medium charge-
balance measurement taken at 2.6 keV beam energy.

Table 2
Ion Fraction of S XIV and O VII Relative to that of S XV

Charge Balance HC (S XV ∼ 1.0) HC (S XV ∼ 1.0)

Beam Energy (eV) S XIV S XIV O VII

2650 1.05 0.08 0.21
3650 1.04 0.10 0.38
6400 0.80 0.24 0.16
8900 1.10

Figure 5. Synthetic EIE spectrum, corrected for 90° observation at a 2.6 keV
beam energy.
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S K cross sections at different charge balance

the areal density of oxygen contaminants to be 53± 6 μg cm−2;
the equivalent layer thickness was 0.53± 0.06μm, assuming
a fiducial density of 1 g cm−3. We corrected the total filter
transmission for the contaminant, and obtained the relative
fractional abundance between O and S ions. We found these
to be ∼21%, ∼38%, and ∼16% for 2.6, 3.6, and 6.4 keV,
respectively, for HC measurements. These oxygen fractions are
used then to obtain the real RR intensity due to S XV ions only.
An extra RR line, based on the ionization potential of O VIII, is
added, and its flux is constrained to the inferred nOVIII/nSxv ratios
in the fitting procedure, as explained in Section 3.1.2. The inferred
S XV RR intensity and associated uncertainty from this step are
then used to obtain the total cross sections for HC measurements.

The final cross section results are listed in Table 3, and
shown in Figure 8. Distorted wave predictions using FAC show
excellent agreement with the measured cross sections, given
that we account for necessary contributions from cascades and
collisional inner-shell ionization, as explained in Section 4.1.

The measured cross sections for the resonance line, w, show
very good agreement with the theory. Cascades within n= 2,
and from high-n levels, modify the w cross sections by only a
very small amount (6%–7%). In contrast, the cross sections for
line z are significantly altered by radiative cascades. For
example, cascades from within n= 2 increase the cross section
of z by ∼73% at 2.7 keV beam energy, as compared to direct
excitation from the ground (Figure 9, panel (b)). As the
electron-impact energy increases, cascades from high 1snl
states further enhance the emission cross sections of line z.
Figure 8 shows cascade contributions from different n levels,
up n= 16, as dashed lines.

In addition, as explained earlier, collisional inner-shell
ionization of lithium-like S XIV ions starts to contribute to line
z above 3.14 keV beam energy. As shown in Figure 9, panels
(c) and (f), CI contributes as much as ∼36% to the measured
cross sections at a 3.6 keV beam energy, depending on the
relative abundances of S XIV and S XV. This contribution

increases significantly at high electron-impact energies, and
dominates over the usual contributions from cascades and
direct excitations. For example, our experiment shows that CI
enhances the cross sections of line z by -

+54 0.7
0.6% at 6.4 keV

beam energy, when the Li-like S ion concentration is increased
from 24% to 80% in the trap. This agrees very well with
distorted wave predictions of 53.4% enhancement. As depicted
in Figure 9, panels (d), (e), (g), and (h), CI completely
dominates the cross sections at high beam energies of 6.4 and
8.9 keV, even if the S XIV fraction is very low compared to that
of S XV. It is therefore imperative to take CI into account in the
spectral modeling of high-temperature plasmas, not only those
in equilibrium conditions, but particularly those that are out of
equilibrium.
Our systematic measurements under two different charge-

balance conditions clearly distinguish between predictions with
different fractions of S XIV relative to that of S XV, and show
that both cascades and CI are essential for accurate predictions
of emission cross sections for line z. Furthermore, experimental
agreement between data taken at a 2.6 keV beam energy with
two different charge balances indicates that the overall analysis,
the extracted charge balance, as well as the theoretical
treatment of cascades and CI, are reliable.
Line z may also be populated via charge exchange (CX) and

RR into H-like S XVI at higher electron beam energies, and this
may modify the inferred polarization and cross sections. The
cross sections for RR into 1s2s levels are on the order of
10−24

–10−25 cm2 (see Table 1), which are at least 3–4 orders of
magnitude smaller compared to line-formation cross sections
due to direct excitation, cascades, and inner-shell ionization
processes. On the other hand, the CX cross sections are on the
order of σCX= q× 10−15 cm2, where q is the ionic charge
(Phaneuf 1983; Janev & Winter 1985; Otranto et al. 2006). The
CX rate can be represented as the product of σCX Ni Nn νin,
where Ni and Nn are the ion and neutral densities, and νin is the
collision velocity of ions and neutrals inside an EBIT, which is

Figure 8. As Figure 7, but for total line-emission cross sections.
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black:
Li- / He-like
∼ 1/1;

red:
He-like
dominant

Cross section measurements at different charge balances allow probing contributions from
collisional (inner-shell) ionization

17



Line formation contributions: cross section measurements
Shah, Hell, et al. (2021), ApJ 914, 34

Collisional excitation cross sections: normalize CE to RR
Sulfur Kα measured with ECS @ LLNL EBIT-I:

Collisional excitation (CE):

measured values for lines w and z agree very well with the
values predicted by the distorted wave method, within
uncertainty limits (Figure 7). The resonance line, w, shows a
positive degree of polarization, which suggests that it is
polarized parallel to the quantization axis, or, the electron beam
propagation axis. This is due to the fact that the mj=0 magnetic
sublevel of the 1s2p 1P1 upper state is predominantly populated
relative to that of mj=±1, following direct excitation from the
ground state, resulting in nonzero alignment (Inal & Dubau
1987; Surzhykov et al. 2006).

Conversely, for direct excitation of the 1s2s 3S1 upper state,
the populations of magnetic sublevels mj= 0 and mj=±1 are
identical at any given electron-impact energy. Thus, the
alignment is zero, and consequently, the degree of polarization
for line z is zero. Our basic two-level (1s2–1s2s) calculation
also predicts the same for line z (Figure 7, dashed–dotted line).
However, we observed a negative degree of polarization. This
is because the upper level of line z is mostly populated by
cascades from higher-lying levels (Beiersdorfer et al. 1996;
Hakel et al. 2007; Chen et al. 2015). At 2.6 keV beam energy,

only cascades from n= 2 levels are possible, and these
contribute significantly to the degree of polarization of line z.
Above this beam energy, the high 1snl states are open to direct
excitation from the ground state. Therefore, at 3.6, 6.4, and
8.9 keV beam energies, strong cascades from n� 3 further
decrease the degree of polarization for both lines w and z. The
dashed curves in Figure 7 show changes in X-ray polarization
due to cascades from different n levels, up n= 16.
For beam energies above 3.14 keV, collisional inner-shell

ionization of lithium-like S XIV ions plays an important role, as
it populates the 1s2s 3S1 level via ionization of the lithium-like
ground state, 1s2–1s2s (Inal & Dubau 1987). We used FAC to
calculate the magnetic-sublevel populations following colli-
sional ionization, in order to check its effect on the polarization.
We vary the fractional abundance of S XIV ions relative to that
of S XV ions in these calculations. The solid curves in Figure 7
show polarization predictions, including both cascades and CI,
with a varying relative ion population. The contribution to line
z from CI is essentially unpolarized, as both magnetic
sublevels, mj=±1/2, of lithium-like ground state 2S1/2 have
identical values in an axially symmetric system (Mehlhorn
1968). Therefore, the larger the fraction of the upper state of
line z, populated via CI of S XIV, the greater the reduction in
the observed degree of polarization. This effect becomes more
significant with increasing electron beam energy, as the relative
importance of CI increases with increasing collision energy. In
fact, our experiment with medium charge-balance settings
shows excellent agreement with the theory when CI is
accounted for using the charge balance measured from the
strengths of the RR peak strengths and the inner-shell satellite
lines, q and r. Conversely, the predicted polarization for
the high charge-balance measurements has only a small
correction from inner-shell ionization, and a model only
including cascades agrees very well with our measurements,
as the fractions of S XIV ions are relatively small compared to
those of S XV.
The Breit interaction (Breit 1929), a relativistic correction to

instantaneous Coulomb repulsion, is usually important for
high-Z ions (Fritzsche et al. 2009), but may considerably alter
the degree of polarization for low- and medium-Z ions (Shah
et al. 2015). Moreover, such relativistic effects become
progressively more significant as the incident electron-impact
energy increases (Reed & Chen 1993). We considered these
effects in our calculations, but we did not find a substantial
change in the degree of linear polarization for lines w and z.
Moreover, two-photon E1 radiative decay can also affect

Figure 6. S K-shell EIE spectrum at an electron-impact energy of 2.6 keV, and
best-fit model.

Table 3
Measured Degree of Linear Polarization and Total Electron-impact Excitation Cross Sections in 10−21 cm2

Beam Energy (eV) w Polarization (MC) w Polarization (HC) w Total Cross Sections (MC) w Total Cross Sections (HC)

2650 0.56 ± 0.03 0.57 ± 0.03 2.65 ± 0.18 2.57 ± 0.19
3650 0.53 ± 0.03 0.53 ± 0.03 3.48 ± 0.24 3.70 ± 0.40
6400 0.45 ± 0.03 0.50 ± 0.02 3.08 ± 0.48 3.45 ± 0.26
8900 0.31 ± 0.06 4.06 ± 0.55

z Polarization (MC) z Polarization (HC) z Total Cross Sections (MC) z Total Cross Sections (HC)

2650 −0.19 ± 0.04 −0.19 ± 0.02 1.33 ± 0.09 1.35 ± 0.10
3650 −0.09 ± 0.04 −0.20 ± 0.02 2.01 ± 0.14 1.54 ± 0.17
6400 −0.01 ± 0.04 −0.13 ± 0.03 2.04 ± 0.18 0.94 ± 0.07
8900 0.00 ± 0.05 2.60 ± 0.36

Note. The terms MC and HC stand for medium charge balance and high charge balance, respectively.
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Radiative recombination (RR):

sublevels of the upper state, which produce anisotropic and
polarized X-rays (Beiersdorfer et al. 1996). Therefore, EIE
cross sections between the magnetic sublevels of upper and
lower states were computed using FAC. The X-ray polarization
is then obtained from the calculated magnetic-sublevel cross
sections, smj, and intrinsic anisotropic factors, α2, for each line
from S X– XV ions. We also accounted for depolarization due
to radiative cascades, and the transverse component of electron
energy due to the cyclotron motion of electrons inside the
electron beam (Gu et al. 1999). Using the optical theory of
electron beam propagation by Herrmann (1958), we estimated
the transversal energy component to be ∼180 eV. The optical
theory predictions are generally found to be in good agreement
with the laboratory measurements (Beiersdorfer & Slater 2001;
Shah et al. 2018).

The produced atomic data, including line energies, transition
rates, autoionization rates, and magnetic-sublevel-resolved EIE
collision strengths, were then fed into the collisional–radiative
model of FAC (Gu 2008). This solves a system of coupled rate
equations to obtain level populations for specified input
experimental conditions, such as the electron beam energy and
density. The resulting level populations are then used to produce a
synthetic EIE spectrum at each electron beam energy. An example
is shown in Figure 5, where each line is convolved with the ECS
calorimeter resolution. The synthetic spectrum allows us to
account for all possible weak transitions, which have a non-
negligible contribution to the measured line intensity, particularly
in lower charge state Be-, B-, and C-like S ions. Furthermore, the
relative intensities also take into account the inferred fractional
abundances from the RR analysis.
Experimental EIE spectrum—We first initialize the EIE

spectrum fit using the initial values of line positions and
relative intensities from the synthetic spectrum. In our fitting
procedure, we use a single value of the Gaussian width for the
Voigt profiles, representing the quadrature sum of the core of
the calorimeter line-spread function and Doppler broadening of
the ions, which is tied to the forbidden line z. We allowed the
Lorentzian width to vary for each line; this parameter
empirically accounts for the natural line widths of the lines,
as well as the representation of multiple grouped satellite lines
of lower charge states with similar energies, and also a small
additional contribution from the calorimeter line-spread func-
tion. Moreover, the line positions are allowed to vary within
one FWHM to account for residual uncertainties in the
transition energies, and relative intensities can vary freely to
account for any differences that may stem from the polarization
and cross section calculations. The background is mostly due to
bremsstrahlung. We used a linear function to model it in the
energy range used here. Based on these constraints, we
obtained good fits to EIE spectra measured at each electron
beam energy. An example EIE spectrum, acquired at 2.6 keV
beam energy, and with medium charge balance, is shown in
Figure 6, together with our best-fit model.

4. Results and Discussion

4.1. Degree of Linear Polarization

Table 3 shows the measured degree of linear polarization of
lines w and z at four different electron beam energies. Our

Figure 4. Top panel (a): S RR spectrum and spectral fit to the measured data.
The vertical stems indicate the position and relative intensity of individual RR
lines from different charge states. Middle panel (b): fit residuals. Bottom panel
(c): relative charge balance inferred from the RR analysis of medium charge-
balance measurement taken at 2.6 keV beam energy.

Table 2
Ion Fraction of S XIV and O VII Relative to that of S XV

Charge Balance HC (S XV ∼ 1.0) HC (S XV ∼ 1.0)

Beam Energy (eV) S XIV S XIV O VII

2650 1.05 0.08 0.21
3650 1.04 0.10 0.38
6400 0.80 0.24 0.16
8900 1.10

Figure 5. Synthetic EIE spectrum, corrected for 90° observation at a 2.6 keV
beam energy.
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S K cross sections at different charge balance

the areal density of oxygen contaminants to be 53± 6 μg cm−2;
the equivalent layer thickness was 0.53± 0.06μm, assuming
a fiducial density of 1 g cm−3. We corrected the total filter
transmission for the contaminant, and obtained the relative
fractional abundance between O and S ions. We found these
to be ∼21%, ∼38%, and ∼16% for 2.6, 3.6, and 6.4 keV,
respectively, for HC measurements. These oxygen fractions are
used then to obtain the real RR intensity due to S XV ions only.
An extra RR line, based on the ionization potential of O VIII, is
added, and its flux is constrained to the inferred nOVIII/nSxv ratios
in the fitting procedure, as explained in Section 3.1.2. The inferred
S XV RR intensity and associated uncertainty from this step are
then used to obtain the total cross sections for HC measurements.

The final cross section results are listed in Table 3, and
shown in Figure 8. Distorted wave predictions using FAC show
excellent agreement with the measured cross sections, given
that we account for necessary contributions from cascades and
collisional inner-shell ionization, as explained in Section 4.1.

The measured cross sections for the resonance line, w, show
very good agreement with the theory. Cascades within n= 2,
and from high-n levels, modify the w cross sections by only a
very small amount (6%–7%). In contrast, the cross sections for
line z are significantly altered by radiative cascades. For
example, cascades from within n= 2 increase the cross section
of z by ∼73% at 2.7 keV beam energy, as compared to direct
excitation from the ground (Figure 9, panel (b)). As the
electron-impact energy increases, cascades from high 1snl
states further enhance the emission cross sections of line z.
Figure 8 shows cascade contributions from different n levels,
up n= 16, as dashed lines.

In addition, as explained earlier, collisional inner-shell
ionization of lithium-like S XIV ions starts to contribute to line
z above 3.14 keV beam energy. As shown in Figure 9, panels
(c) and (f), CI contributes as much as ∼36% to the measured
cross sections at a 3.6 keV beam energy, depending on the
relative abundances of S XIV and S XV. This contribution

increases significantly at high electron-impact energies, and
dominates over the usual contributions from cascades and
direct excitations. For example, our experiment shows that CI
enhances the cross sections of line z by -

+54 0.7
0.6% at 6.4 keV

beam energy, when the Li-like S ion concentration is increased
from 24% to 80% in the trap. This agrees very well with
distorted wave predictions of 53.4% enhancement. As depicted
in Figure 9, panels (d), (e), (g), and (h), CI completely
dominates the cross sections at high beam energies of 6.4 and
8.9 keV, even if the S XIV fraction is very low compared to that
of S XV. It is therefore imperative to take CI into account in the
spectral modeling of high-temperature plasmas, not only those
in equilibrium conditions, but particularly those that are out of
equilibrium.
Our systematic measurements under two different charge-

balance conditions clearly distinguish between predictions with
different fractions of S XIV relative to that of S XV, and show
that both cascades and CI are essential for accurate predictions
of emission cross sections for line z. Furthermore, experimental
agreement between data taken at a 2.6 keV beam energy with
two different charge balances indicates that the overall analysis,
the extracted charge balance, as well as the theoretical
treatment of cascades and CI, are reliable.
Line z may also be populated via charge exchange (CX) and

RR into H-like S XVI at higher electron beam energies, and this
may modify the inferred polarization and cross sections. The
cross sections for RR into 1s2s levels are on the order of
10−24

–10−25 cm2 (see Table 1), which are at least 3–4 orders of
magnitude smaller compared to line-formation cross sections
due to direct excitation, cascades, and inner-shell ionization
processes. On the other hand, the CX cross sections are on the
order of σCX= q× 10−15 cm2, where q is the ionic charge
(Phaneuf 1983; Janev & Winter 1985; Otranto et al. 2006). The
CX rate can be represented as the product of σCX Ni Nn νin,
where Ni and Nn are the ion and neutral densities, and νin is the
collision velocity of ions and neutrals inside an EBIT, which is

Figure 8. As Figure 7, but for total line-emission cross sections.
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black:
Li- / He-like
∼ 1/1;

red:
He-like
dominant

Cross section measurements at different charge balances allow probing contributions from
collisional (inner-shell) ionization
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The EBIT Maxwellian simulator

Time-averaged Ee distribution
Savin+2000, RSI 71, 3362

Non-maxwellian distributions: κ distribution
M. Sawada, priv.comm.

ionization timescales net:

SNR EBIT

ne (cm−3) ∼ 1 ∼ 1012

t (s) . 1012 . 1

net (s cm−3) . 1012 . 1012

Electron-energy distributions can be simulated
as a time-average by “sweeping” the EBIT
electron beam energy

Ionization timescales in EBIT match those of
SNR.
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Disentangling spectral contributions Hell, Sawada, et al

Sweep-phase resolved emission
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EBIT-I Maxwellian simulator benchmarks: the 3.5 keV line

Unidentified line in galaxy clusters
Bulbul+2014, ApJ 789, 13

The Astrophysical Journal, 789:13 (23pp), 2014 July 1 Bulbul et al.

Figure 6. 3–4 keV band of the stacked XMM-Newton MOS spectrum of the
full sample. The spectrum was rebinned to make the excess at ∼3.57 keV more
apparent.

(A color version of this figure is available in the online journal.)

The surface brightness of the DM decay signal is proportional
to the DM column density SDM = ∫

los ρDM(r)dr . The observed
photon flux from the DM decay into a solid angle ΩFOV is given
by

FDM = MFOV
DM

4πD2
L

Γγ

ms

(1 + z) photons cm−2 s−1, (3)

where Γγ and ms are the decay rate and mass of the sterile
neutrino (see Equation (1) and Pal & Wolfenstein (1982)), MFOV

DM
is the projected DM mass within the spectral extraction region
(Rext, which is either R500 or RFOV), and DL is the luminosity
distance.

The DM mass projected along the line of sight is

MFOV
DM =

∫
los

ρDM(r)dr, (4)

where ρDM(r) is the distribution of dark matter determined by
the Navarro–Frenk–White (NFW) profile (Navarro et al. 1997)
and given by

ρDM(r) = ρc

(r/rs)(1 + r/rs)2
, (5)

where ρc is a characteristic density and rs is a scale radius. The
integration of the dark matter distribution within the extraction
radius (given in Table 4) is along the line of sight. An extraction
radius of 700′′ was used for the clusters larger than the FOV of
XMM-Newton, while an extraction radius of R500 was used for
the clusters smaller than the FOV.

The expected contribution of each cluster i to the total DM
line flux in the stacked spectrum is

ωi,dm = M
proj
i,DM(< Rext)(1 + zi)

4πD2
i,L

ei

etot
, (6)

where zi is the redshift of the ith cluster and ei and etot are the
exposure time of the ith cluster and the total exposure time of
the sample, respectively.

The dark matter mass within the extraction radius is estimated
as

MDM(Rext) = Mtot(Rext) − Mgas(Rext) − M∗(Rext), (7)

where Mtot(Rext), Mgas(Rext), and M∗(Rext) are the total mass,
gas mass, and stellar mass in the extraction radius Rext, respec-
tively. The observed Vikhlinin et al. (2009) temperature–mass
scaling relation was used to infer total masses for the intra-
cluster gas temperatures measured from the XMM-Newton ob-
servations. The gas mass is determined following the method
described in Bulbul et al. (2010). The contribution of stars to the
total baryon budget is modest at large radii but more important
in the cluster centers because of the presence of cD galaxies.
At large radii (� R500), M∗ is 10%–15% of the gas mass (Lin
& Mohr 2004; Vikhlinin et al. 2006). Stellar masses of each
cluster were determined using the stellar mass–total mass scal-
ing relation (Gonzalez et al. 2013). The calculated dark matter
masses were corrected using this factor. The projected dark
matter masses within Rext were then determined by projecting
NFW profiles (Bartelmann 1996; Golse & Kneib 2002; Loewen-
stein et al. 2009). We used a concentration parameter c500 = 3
from the Vikhlinin et al. (2006) c−M500 scaling relation and
the median total mass within R500 of the full sample, which is
∼6 × 1014 M�. The projected dark matter mass within each
spectral extraction radius is given in Table 4.

Weights for the responses to be included in the stacked-
spectrum response were calculated as follows. The number of
dark matter decay photons in each cluster spectrum is

Si = α ωi,dm etot Ai, (8)

where Ai is the ancillary response (the instrument effective area)
at photon energy E/(1+zi), and α is the ratio of the decay rate of
sterile neutrinos to the sterile neutrino mass ms (here we denote
α ≡ Γγ /ms). The total number of dark matter photons in the
stacked line is

Sline =
i=73∑
i=0

Si

= α ωtot etot Aω, (9)

where the weighted ARF Aω is a function of the total weight
ωtot,

Aω =
∑

i

ωi

ωtot
Ai, (10)

and
ωtot =

∑
i

ωi . (11)

The weighted responses Aω were used to model our new line,
while X-ray count-weighted response files were used to model
the other known emission lines and the continuum components.

For MOS, the flux in the 3.57 keV line was 4.0+0.8
−0.8 (+1.8

−1.2) ×
10−6 photons cm−2 s−1, where the errors are 68% (90%).
For PN, at the best-fit energy of 3.51 keV, the line flux is
3.9+0.6

−1.0 (+1.0
−1.6) × 10−6 photons cm−2 s−1. If we fix the line

energy from the MOS fit, for PN we obtain the flux 2.5+0.6
−0.7

(+1.0
−1.1) × 10−6 photons cm−2 s−1.

We note that the line energy detected in the stacked PN
observations of the full sample is consistent with the K xviii
line at 3.515 keV. However, the measured flux from this line is a
factor of 20 above the expected flux of the K xviii line, estimated
based on the measured fluxes of the S xvi, Ca xix, and Ca xx
lines and assuming a consistent relative abundance for K xviii
along with the plasma temperature from AtomDB. In addition,
the detected energy in the stacked MOS observations of the full
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I DR to non-DR parent flux ratio
underpredictd by up to a factor 2.3, too
small to explain 3.5 keV line

I Other possible explanations: charge
exchange on S (Betancourt-Martinez+2014,
PRA 90, 052723; Shah+2016, ApJ 833, 52)

EBIT-I Ar spectra at kTe ' 1.74 keV
Bulbul+2018, ApJ 870, 216 Bulbul et al.
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Figure 3. Zoomed in energy bands of the AtomDB v3.0.8 and EBIT spectra. The figure compares the EBIT results (solid

blue line) with the emission from each ion of argon calculated using AtomDB v3.0.8 with the ion fractions for the EBIT plasma

from Table 1.

Table 2. Integrated Normalized Flux in the EBIT experiment and modeled plasma.

Line Energy (keV) Experiment Model Ratio

Ar xvii He-α 3.080 – 3.150 12.919 11.480 1.125

Ar xviii Ly-α DR 3.260 – 3.315 0.146 0.085 1.717

Ar xviii Ly-α 3.315 – 3.350 0.553 0.475 1.163

Ar XVI satellites 3.539 – 3.600 0.068 0.011a 6.069

Ar xvii He-β DR 3.600 – 3.645 0.298 0.111 2.674

Ar xvii He-β 3.670 – 3.700 0.773 0.705 1.096

Ar xvii He-γ 3.850 – 3.900 0.297 0.245 1.210

Ar xviii He-β 3.925 – 3.945 0.080 0.053 1.516

Ar xvii He-δ 3.950 – 3.975 0.125 0.100 1.252

Ar xvii He-ε→ ι 4.000 – 4.082 0.172 0.143 1.209

awith added DR lines (Section 4.2), 0.048

served in the stacked clusters (see B14a). The line ra-
tios and line fluxes presented in this work correspond to
a Maxwellian plasma with 1.74 keV temperature that
is similar to the intra-cluster medium (ICM) tempera-

tures of cool core clusters. In this section we fit the
XMM-Newton spectra of the stacked clusters of galaxies
in B14a with the new EBIT measurements to measure

Testing models against “known”
laboratory spectra are important
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Calibrating SXS Perseus spectrum with EBIT-I Fe spectrum

Perseus spectrum with Hitomi-SXS

1 1 8  |  N A T U R E  |  V O L  5 3 5  |  7  J u l y  2 0 1 6

LetterRESEARCH

we measured a ratio of fluxes in Fe xxv Heα resonant and forbidden 
lines of 2.48 ± 0.16, which is lower than the expected value in opti-
cally thin plasma (for kT = 3.8 keV, the current APEC16 and SPEX17 
plasma models give ratios of 2.8 and 2.9–3.6) and suggests the pres-
ence of resonant scattering of photons18. On the basis of radiative 
transfer simulations19 of resonant scattering in these lines, such res-
onance-line suppression is in broad agreement with that expected for 
the measured low line widths, providing independent indication of 
the low level of turbulence. Uncertainties in the current atomic data, 
as well as more complex structure along the line of sight and across 
the region, complicate the interpretation of these results, which we 
defer to a future study.

A velocity map (Fig. 3b) was produced from the absolute energies 
of the lines in the Fe xxv Heα complex, using a subset of the data for 
which such a measurement was reliable, given the limited calibration 
(see Methods). We find a gradient in the line-of-sight velocities of about 
150 ± 70 km s−1, from southeast to northwest of the SXS field of view.  
The velocity to the southeast (towards the nucleus) is 48 ± 17  
(statistical) ± 50 (systematic) km s−1 redshifted relative to NGC 1275 
(redshift z = 0.01756) and consistent with results from Suzaku CCD 
(charge-coupled device) data20. Our statistical uncertainty on relative 
velocities is about 30 times better than that of Suzaku, although there 
is a systematic uncertainty on the absolute SXS velocities of about 
50 km s−1 (see Methods).

all 1-arcmin-resolution bins have broadening of less than 200 km s−1. 
With just a single observation we cannot comment on how this result 
translates to the wider cluster core.

The tightest previous constraint on the velocity dispersion of a cluster  
gas was from the XMM-Newton reflection grating spectrometer,  
giving11,12 an upper limit of 235 km s−1 on the X-ray coolest gas (that is, 
kT < 3 keV, where k is Boltzmann’s constant and T is the temperature) in 
the distant luminous cluster A1835. These measurements are available 
for only a few peaked clusters13; the angular size of Perseus and many 
other bright clusters is too large to derive meaningful velocity results 
from a slitless dispersive spectrometer such as the reflection grating 
spectrometer (the corresponding limit for Perseus13 is 625 km s−1). The 
Hitomi SXS achieves much higher accuracy on diffuse hot gas owing 
to it being non-dispersive.

We measure a slightly higher velocity broadening, 187 ± 13 km s−1, 
in the central region (Fig. 3a) that includes the bubbles and the 
nucleus. This region exhibits a strong power-law component from 
the AGN, which is several times brighter than the measurement14 
made in 2001 with XMM-Newton, consistent with the luminosity 
increase seen at other wavelengths. A fluorescent line from neutral 
Fe is present in the spectrum (Fig. 1), which can be emitted by the 
AGN or by the cold gas present in the cluster core15. The intracluster 
medium has a slightly lower average temperature (3.8 ± 0.1 keV) than 
the outer region (4.1 ± 0.1 keV). By fitting the lines with Gaussians, 
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Figure 1 | Full array spectrum of the core of 
the Perseus cluster obtained by the Hitomi 
observatory. The redshift of the Perseus cluster 
is z = 0.01756. The inset has a logarithmic scale, 
which allows the weaker lines to be better seen. 
The flux S is plotted against photon energy E.

Figure 2 | Spectra of Fe xxv Heα, Fe xxvi Lyα and Fe xxv Heβ from 
the outer region. a–c, Gaussians (red curves) were fitted to lines with 
energies (marked by short red lines) from laboratory measurements in 
the case of He-like Fe xxv (a, c) and from theory in the case of Fe xxvi 
Lyα (b; see Extended Data Table 1 for details) with the same velocity 
dispersion (σv = 164 km s−1), except for the Fe xxv Heα resonant line, 

which was allowed to have its own width. Instrumental broadening with 
(blue line) and without (black line) thermal broadening are indicated in 
a. The redshift (z = 0.01756) is the cluster value to which the data were 
self-calibrated using the Fe xxv Heα lines. The strongest resonance (‘w’), 
intercombination (‘x’, ‘y’) and forbidden (‘z’) lines are indicated. The error 
bars are 1 s.d.
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EBIT-I spectrum at kTe ∼ 4 keV
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Figure 3. Left panel: Empirical fit to calorimeter spectrum of laboratory plasma created at LLNL EBIT facility. Right
panel: Similar empirical fit to time slice of single pixel spectrum of Perseus. This method can be used to measure the
residual differential gain drift for each pixel as a function of time.

Figure 4. Left panel: Residual differential gain drift as a function of pixel, and divided into four time slices, measured
with fits to the Fe XXV spectrum of Perseus cluster, plotted against calibration pixel gain, which is used as a proxy for
distance from thermal equilibrium. Data for each pixel is fit to obtain the slope, which describes the relative differential
gain drift as a function of calibration pixel (common mode) gain drift. Note that the y-axis is a relative differential gain
drift and does not include information from the 55Fe fiducial measurement shown in Figure 5. Right panel: Map of
slopes (energy offset divided by calibration pixel gain) obtained from the fits on the left panel. The pattern of sensitivity
is as expected for a time varying radiative load. Note that the integers in the centers of pixels are the pixel numbers,
which are arbitrary with respect to position in the array.

pixels are more different from the calibration pixel than the outer ring of pixels. This pattern is as expected for
differential radiative loading, since the inner pixels are most shielded from absorption of microwave radiation,
while the calibration pixel is the least shielded.

The slopes derived from the fits shown in the left panel of Figure 4 show the relative differential gain drift per
pixel as a function of calibration pixel gain, but because the mean centroid per pixel of the Perseus spectrum is
not known a priori, it cannot provide an absolute energy scale calibration. In other words, this figure allows us
to measure the slope but not the intercept of the differential gain drift. The filter wheel was rotated to illuminate
the full array with a radioactive 55Fe source after all of the Perseus observations were completed, around the time
that the SXS dewar was coming into thermal equilibrium. This measurement of a line at a known energy allows
us to fix the intercept of the linear functions shown in the left panel of Figure 4 at the green line, which indicates
the calibration pixel gain shift at the time of the 55Fe filter wheel experiment. The left panel of Figure 5 shows
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Hitomi-SXS was not fully in thermal equilibrium and calibrated yet during Perseus observation

An empirical model gained from an EBIT-I spectrum similar to Perseus together with knowledge from
extensive ground calibration was used to correct the SXS differential gain shift.
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Non-equilibrium plasma in supernova remnants
Ionizing vs Recombining plasma

Ozawa+2010, PhD thesis

Recombining

Ionizing

Ionizing and recombining plasmas have
significantly different spectra

Recombining Plasma in W49B
data Ozawa+2009, reanalyzed by M.Sawada

NEI models under-predict flux of high-n
He-series
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Non-equilibrium plasmas at EBIT-I Hell, Sawada, et al.
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κ-distribution at EBIT-I: Ar spectra
Normalized to Ar w

Hell, Sawada, et al.
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Maxwellian simulator allows studying the impact of NEI plasma conditions on line ratios
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Conclusions & Outlook
I High-resolution spectroscopy with the Chandra / XMM gratings already faces challenges

with atomic data / plasma models

I A lot of work remains to be done (measurements, calculations, databases, models) to
bring the atomic reference data into shape for XRISM, Athena, Arcus, LEM, . . .

I next generation X-ray gratings has already demonstrated far higher resolution and
efficiency than Chandra / XMM

I Many of the tools are available (both theory and experiments), but need to be used

I Models need well understood test data to be tested on (see, e.g., the Leiden test suite).
Some of this data can be from laboratory measurements.

I Challenges exist beyond the shown examples: e.g., charge exchange (CX), dust (fine
structure at absorption edges; fluorescence)

I Explore synergies with other fields: solar physics, laser-produced plasmas, fusion, etc,
use atomic data and plasma models too.

Talk to us – we are here to help
If you have a problem (e.g., missing data, mis-matching models, new features, insufficient
accuracy, . . . ) or questions / interests, come talk to the laboratory astrophysics community.
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