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Chandra Pinpoints Auroras on Jupiter 
❖ Previous X-rays from Jupiter were thought to be 

caused by ions coming from close to Io’s orbit, but 
Chandra showed auroral X-rays concentrated at poles, 
suggesting ions come from much further away (e.g., 
Gladstone et al. 2002).

❖ Spectra suggested the ions were accelerated to high 
energies above the poles; high intensity of X-rays is 
incompatible with solar wind (e.g., Elsner et al. 2005). 

❖ Strong solar activity can also trigger auroras on 
Jupiter (e.g, image at right), and the northern and 
southern auroral regions were seen to pulsate 
independently (Dunn et al. 2017).

❖ Joint observations with Juno showed link between 
solar wind compression of magnetosphere and 
production of auroral X-rays (McEntee et al. 2023).

Credit: X-ray: NASA/CXC/UCL/W.Dunn et al,
            Optical: NASA/STScI



Central Compact Objects in Supernova Remnants

❖ Only Chandra can measure their proper motions 
(Mignani et al. 2007, 2019; Halpern & Gotthelf 2010, 
2015; Maxted et al. 2018; Mayer et al. 2020; Mayer & 
Becker 2021).

❖ These constrain the kick velocities of the neutron stars 
and the locations of the explosions (powerful tool for 
explosion asymmetries and inhomogeneity of the 
circumstellar environments).

Credit: NASA/CXC/SAO
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Table 2. Overview of direct proper motion measurements and exact positions for all CCOs.

SNR CCO ↵0 (J2000.) �0 (J2000.) t0 µ↵ µ� µtot d0 vproj Reference
(h:m:s) (d:m:s) (MJD) (mas yr�1) (mas yr�1) (mas yr�1) (kpc) (km s�1)

G15.9+0.2 CXOU J181852.0�150213 18:18:52.072+0.004
�0.004 �15:02:14.05+0.04

�0.04 57 233 �17 ± 12 �4 ± 10 <25 10 <1200 This work
Kes 79 CXOU J185238.6+004020 18:52:38.561+0.008

�0.008 +00:40:19.60+0.15
�0.14 57 441 �3+11

�10 �3+12
�11 <19 5.0 <450 This work

Cas A CXOU J232327.9+584842 23:23:27.932+0.013
�0.013 +58:48:42.05+0.13

�0.13 55 179 18+12
�13 �35+17

�18 35+16
�15 3.4 570 ± 260 This work

Puppis A RX J0822�4300 08:21:57.274+0.009
�0.010 �43:00:17.33+0.08

�0.08 58 517 �74.2+7.4
�7.7 �30.3 ± 6.2 80.4 ± 7.7 2.0 763 ± 73 (b) 1

G266.1�1.2 (Vela Jr.) CXOU J085201.4�461753 08:52:01.37 (a) �46:17:53.5 (a) 51 843 ...(c) ...(c) <300 1.0 <1400 2,3
PKS 1209�51/52 1E 1207.4�5209 12:10:00.913+0.003

�0.003 �52:26:28.30 +0.04
�0.04 54 823 ...(c) ...(c) 15 ± 7 2.0 <180 4

G330.2+1.0 CXOU J160103.1�513353 16:01:03.148+0.004
�0.004 �51:33:53.82+0.04

�0.04 57 878 �2.7+5.3
�5.4 �6.4+5.5

�5.4 <9.9 5.0 <230 This work
RX J1713.7�3946 1WGA J1713.4�3949 17:13:28.30 (a) �39:49:53.1 (a) 56 360 �4+25

�24 �20 ± 29 <48 1.0 <230 This work
G350.1�0.3 XMMU J172054.5�372652 17:20:54.585+0.003

�0.003 �37:26:52.85+0.03
�0.03 58 308 �3 ± 8 17+10

�9 15+10
�9 4.5 320+210

�190 This work
G353.6�0.7 XMMU J173203.3�344518 17:32:03.41 (a) �34:45:16.6 (a) 54 584 ... ... ...(d) 3.2 ...(d) 5,6

Notes. To provide a complete four-parameter astrometric solution, we display the best-fit positions of the CCO (↵0, �0) at a given epoch t0,
corresponding to the latest available observation of the respective target. The values for the projected physical velocity vproj are scaled to an
assumed distance d0, without the inclusion of any additional errors to account for uncertainties in d0. The measurements of total proper motion
µtot and projected velocity vproj from this work have been corrected for the e↵ect of Galactic rotation. All our measurements and errors correspond
to the median and 68% central interval of the underlying probability distribution. All upper limits derived in this work are at 90% confidence.
(a)The positions without listed uncertainties have not been corrected for Chandra’s absolute astrometric inaccuracy, and therefore have estimated
1�–errors on the order of 0.400, corresponding to an 0.800 radius of the two-dimensional 90% confidence region. (b)The most recent distance
measurement of around 1.3 kpc (Reynoso et al. 2017) to Puppis A would imply a transverse velocity of vproj = (496 ± 47) km s�1 for the CCO.
(c)No explicit values for µ↵, µ� were given. (d)Due to the lack of suitable data, no proper-motion measurement currently exists for the CCO of
G353.6�0.7.
References. (1) Mayer et al. (2020), (2) Mignani et al. (2007), (3) Mignani et al. (2019), (4) Halpern & Gotthelf (2015), (5) Halpern & Gotthelf
(2010b), (6) Maxted et al. (2018).

shock wave experiences di↵erent degrees of deceleration in dif-
ferent directions, leading to a distortion of the remnant’s mor-
phology. This e↵ect is investigated in detail for Tycho’s SNR by
Williams et al. (2013), who show that the observed density and
shock velocity variations along its outer rim imply a significant
o↵set between the apparent and true SNR center, by up to 20%
of its radius. Therefore, even if a central NS appears clearly o↵-
set from its host’s morphological center, such an o↵set need not
be due to its proper motion, but may also be caused – solely or
to some fraction – by the SNR’s distorted shape.

The two most important factors limiting the precision of
the measurements in this work are the availability of reliable
astrometric calibration sources and their photon statistics. For
instance, the uncertainties on CCO proper motion in G15.9+0.2
and Kes 79 are primarily due to the (comparatively) short expo-
sures at the former and latter of the two epochs, respectively,
which lead to a small number of photons available for precise
astrometric localization. In contrast, for RX J1713.7�3946, we
were hindered by the lack of observed X-ray sources with reli-
able astrometric counterparts in the HRC observation. We argue
that the main reason for this is the smaller e↵ective area and
higher intrinsic background rate of the Chandra HRC when
compared to the ACIS instrument. In principle, the design of the
HRC as a microchannel plate instrument (Murray et al. 2000)
is ideal for astrometric measurements. However, such measure-
ments can only be performed in an absolute manner in the pres-
ence of frame calibration sources, for which the ACIS usually
possesses better detection prospects, unless their X-ray emission
is very soft.

By combining the measured total proper motion µtot with an
estimate for the distance d to the SNR, one can constrain the pro-
jected velocity of the CCO in the plane of the sky vproj = µtotd.
This can be viewed as a lower limit to the physical velocity of
the NS and thus serves as a proxy to the violent kick experienced
by the proto-NS at its birth. Therefore, by comparing the fastest
measured NS velocities to theoretical considerations and numer-
ical simulations of core-collapse supernovae, one can attempt

to constrain the kick mechanism and the degree of explosion
asymmetry.

Currently, the CCO with the largest securely measured
velocity is RX J0822�4300 in Puppis A, with a value of vproj =

(763 ± 73) km s�1, scaled to a distance of 2 kpc. As is shown in
Table 2, none of the other known CCOs (except possibly those in
G15.9+0.2 and Vela Jr. for which su�cient precision has not yet
been achieved in a direct measurement) are likely to show a pro-
jected velocity in excess of ⇠800 km s�1. A likely mechanism by
which large NS kick velocities are achieved is the “gravitational
tug-boat”, in which an asymmetric ejecta distribution accelerates
the proto-NS by exerting a gravitational pull in the direction of
slow and massive ejecta clumps (Wongwathanarat et al. 2013).
As it has been shown that kick velocities above 1000 km s�1 can
be achieved in realistic explosion scenarios (Janka 2017), none
of the measured CCO velocities are in serious conflict with the-
oretical expectations.

At the present time, the observed distribution of CCO veloc-
ities shows no obvious departure from that for radio pulsars.
For instance, assuming a Maxwellian velocity distribution19 with
one-dimensional � = 265 km s�1 as given by Hobbs et al.
(2005), the probability of measuring vproj  250 km s�1 is around
35%. Therefore, observing three such cases in our sample is
unsurprising. However, the current sample of measured CCO
velocities is neither large nor precise enough for definite con-
clusions on the velocity distribution of CCOs to be drawn.

Most likely, the task of performing a statistically meaningful
comparison between kick velocities of radio pulsars and CCOs
will require a lot of time and observational e↵ort to complete
(including the detection of new CCOs). However, it may ulti-
mately help in shedding light on the question of what is the fun-
damental di↵erence driving the phenomenological diversity of
young NSs. At the present time, it is unclear how the di↵erence

19 The projection of a three-dimensional Maxwellian into
the observed two dimensions yields a Rayleigh distribution
p(vproj) / vproj ⇥ exp

⇣
�v2

proj/2�
2
⌘
.
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Table 2. Overview of direct proper motion measurements and exact positions for all CCOs.

SNR CCO ↵0 (J2000.) �0 (J2000.) t0 µ↵ µ� µtot d0 vproj Reference
(h:m:s) (d:m:s) (MJD) (mas yr�1) (mas yr�1) (mas yr�1) (kpc) (km s�1)
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PKS 1209�51/52 1E 1207.4�5209 12:10:00.913+0.003
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Notes. To provide a complete four-parameter astrometric solution, we display the best-fit positions of the CCO (↵0, �0) at a given epoch t0,
corresponding to the latest available observation of the respective target. The values for the projected physical velocity vproj are scaled to an
assumed distance d0, without the inclusion of any additional errors to account for uncertainties in d0. The measurements of total proper motion
µtot and projected velocity vproj from this work have been corrected for the e↵ect of Galactic rotation. All our measurements and errors correspond
to the median and 68% central interval of the underlying probability distribution. All upper limits derived in this work are at 90% confidence.
(a)The positions without listed uncertainties have not been corrected for Chandra’s absolute astrometric inaccuracy, and therefore have estimated
1�–errors on the order of 0.400, corresponding to an 0.800 radius of the two-dimensional 90% confidence region. (b)The most recent distance
measurement of around 1.3 kpc (Reynoso et al. 2017) to Puppis A would imply a transverse velocity of vproj = (496 ± 47) km s�1 for the CCO.
(c)No explicit values for µ↵, µ� were given. (d)Due to the lack of suitable data, no proper-motion measurement currently exists for the CCO of
G353.6�0.7.
References. (1) Mayer et al. (2020), (2) Mignani et al. (2007), (3) Mignani et al. (2019), (4) Halpern & Gotthelf (2015), (5) Halpern & Gotthelf
(2010b), (6) Maxted et al. (2018).

shock wave experiences di↵erent degrees of deceleration in dif-
ferent directions, leading to a distortion of the remnant’s mor-
phology. This e↵ect is investigated in detail for Tycho’s SNR by
Williams et al. (2013), who show that the observed density and
shock velocity variations along its outer rim imply a significant
o↵set between the apparent and true SNR center, by up to 20%
of its radius. Therefore, even if a central NS appears clearly o↵-
set from its host’s morphological center, such an o↵set need not
be due to its proper motion, but may also be caused – solely or
to some fraction – by the SNR’s distorted shape.

The two most important factors limiting the precision of
the measurements in this work are the availability of reliable
astrometric calibration sources and their photon statistics. For
instance, the uncertainties on CCO proper motion in G15.9+0.2
and Kes 79 are primarily due to the (comparatively) short expo-
sures at the former and latter of the two epochs, respectively,
which lead to a small number of photons available for precise
astrometric localization. In contrast, for RX J1713.7�3946, we
were hindered by the lack of observed X-ray sources with reli-
able astrometric counterparts in the HRC observation. We argue
that the main reason for this is the smaller e↵ective area and
higher intrinsic background rate of the Chandra HRC when
compared to the ACIS instrument. In principle, the design of the
HRC as a microchannel plate instrument (Murray et al. 2000)
is ideal for astrometric measurements. However, such measure-
ments can only be performed in an absolute manner in the pres-
ence of frame calibration sources, for which the ACIS usually
possesses better detection prospects, unless their X-ray emission
is very soft.

By combining the measured total proper motion µtot with an
estimate for the distance d to the SNR, one can constrain the pro-
jected velocity of the CCO in the plane of the sky vproj = µtotd.
This can be viewed as a lower limit to the physical velocity of
the NS and thus serves as a proxy to the violent kick experienced
by the proto-NS at its birth. Therefore, by comparing the fastest
measured NS velocities to theoretical considerations and numer-
ical simulations of core-collapse supernovae, one can attempt

to constrain the kick mechanism and the degree of explosion
asymmetry.

Currently, the CCO with the largest securely measured
velocity is RX J0822�4300 in Puppis A, with a value of vproj =

(763 ± 73) km s�1, scaled to a distance of 2 kpc. As is shown in
Table 2, none of the other known CCOs (except possibly those in
G15.9+0.2 and Vela Jr. for which su�cient precision has not yet
been achieved in a direct measurement) are likely to show a pro-
jected velocity in excess of ⇠800 km s�1. A likely mechanism by
which large NS kick velocities are achieved is the “gravitational
tug-boat”, in which an asymmetric ejecta distribution accelerates
the proto-NS by exerting a gravitational pull in the direction of
slow and massive ejecta clumps (Wongwathanarat et al. 2013).
As it has been shown that kick velocities above 1000 km s�1 can
be achieved in realistic explosion scenarios (Janka 2017), none
of the measured CCO velocities are in serious conflict with the-
oretical expectations.

At the present time, the observed distribution of CCO veloc-
ities shows no obvious departure from that for radio pulsars.
For instance, assuming a Maxwellian velocity distribution19 with
one-dimensional � = 265 km s�1 as given by Hobbs et al.
(2005), the probability of measuring vproj  250 km s�1 is around
35%. Therefore, observing three such cases in our sample is
unsurprising. However, the current sample of measured CCO
velocities is neither large nor precise enough for definite con-
clusions on the velocity distribution of CCOs to be drawn.

Most likely, the task of performing a statistically meaningful
comparison between kick velocities of radio pulsars and CCOs
will require a lot of time and observational e↵ort to complete
(including the detection of new CCOs). However, it may ulti-
mately help in shedding light on the question of what is the fun-
damental di↵erence driving the phenomenological diversity of
young NSs. At the present time, it is unclear how the di↵erence

19 The projection of a three-dimensional Maxwellian into
the observed two dimensions yields a Rayleigh distribution
p(vproj) / vproj ⇥ exp

⇣
�v2

proj/2�
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Chandra Reveals the Ubiquity of Black Holes
❖ The sensitivity of Chandra quickly allowed the 

cosmic X-ray background to be largely 
resolved and showed the prevalence of active 
galactic nuclei throughout the universe in 
both the Chandra Deep Field South (CDF-S; 
Giacconi et al. 2001) and the Chandra Deep 
Field North (CDF-N; Hornschemeier et al. 
2001; Brandt et al. 2001).

❖ With additional observations, the CDF-S has 
become the deepest X-ray image ever 
obtained (e.g., Luo et al. 2016; Vito et al. 2016).

Credit: NASA/CXC/Penn State/B.Luo et al.



Chandra Reveals the Ubiquity of Black Holes
❖ The sensitivity of Chandra quickly allowed the 

cosmic X-ray background to be largely 
resolved and showed the prevalence of active 
galactic nuclei throughout the universe in 
both the Chandra Deep Field South (CDF-S; 
Giacconi et al. 2001) and the Chandra Deep 
Field North (CDF-N; Hornschemeier et al. 
2001; Brandt et al. 2001).

❖ With additional observations, the CDF-S has 
become the deepest X-ray image ever 
obtained (e.g., Luo et al. 2016; Vito et al. 2016).

❖ The CDF-S even has its own wikipedia page
with two optical images and no X-ray image! 
                           ?????????

Credit: NASA/CXC/Penn State/B.Luo et al.



Critical Importance of Close Binaries in Globular Clusters
❖ 1960s, 70s: Theory predicted the inevitable 

collapse of cluster of single stars (e.g., 
Hénon 1961, 1965).

❖ 1980s: Simulations confirmed this and gave 
rich understanding of collapse and how 
encounters with binaries provide the 
internal energy to prevent collapse (e.g., 
work by Goodman, Heggie, Hut, Spitzer).

❖ 1970s, 80s: Optical observers found no 
binaries  (e.g., Gunn & Griffin 1979).

❖ 1990s: Observers found some, but not many, 
binaries (see Hut et al. 1992 & references 
therein).
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Two Big Mysteries in Globular Clusters
❖ Theory predicted large numbers of cataclysmic 

variables (CVs) in globular clusters because they 
should also be overabundant due to cluster internal 
dynamics (e.g., Hut & Verbunt 1983; Di Stefano & 
Rappaport 1994)

❖ Optical observations failed to uncover more than a 
handful (e.g., Shara et al. 1996)

❖ Even when many were discovered with Chandra, it 
was unclear whether they were overabundant (e.g., 
Townsley & Bildsten 2005; Ivanova et al. 2006).

❖ Most studies indicate there should be a sizeable (∼102) 
population of CVs in every rich cluster (e.g., Di 
Stefano & Rappaport 1994; Davies 1997; Ivanova et al. 
2006; Belloni & Rivera Sandoval 2021), but it remains 
to be found.

❖ Luminous (>1036 erg/s) X-ray sources found in 1970s 
quickly recognized as overabundant in globular clusters 
(Gursky 1973; Clark 1975; Katz 1975) due to cluster 
dynamics (Fabian, Pringle, & Rees 1975; Sutantyo 1975; 
Hills 1975, 1976; Heggie 1975; Verbunt & Hut 1983).  

❖ Neutron star low-mass X-ray binaries (LMXBs) in 
outburst.

❖ Low luminosity (<1034 erg/s) X-ray sources discovered in 
1980s by Einstein (Hertz & Grindlay 1983) and found in 
greater numbers with ROSAT (e.g., Verbunt 2001)

❖ Suggested to be cataclysmic variables (Hertz & Grindlay 
1983), quiescent LMXBs (Hertz & Grindlay 1983, Verbunt 
et al. 1984), millisecond pulsars (Saito 1997), magnetically 
active binaries (Bailyn et al. 1997), but only two secure 
identifications based on ROSAT positions.  

What are the low-luminosity 
X-ray sources?

Where are the dynamically 
formed CVs?



Chandra Observations Solve Them Both

Einstein (8 ksec) ROSAT (77 ksec) Chandra (240 ksec)

ROSAT (40 ksec) Chandra (120 ksec)

❖ Verbunt (2001): 57 low-luminosity 
X-ray sources in ROSAT 
observations of 55 globular clusters.

❖ Today: Over 1500 low-luminosity X-
ray sources in Chandra observation 
of over 80 globular clusters.

❖ The low-luminosity X-ray sources 
are a heterogenous mix of quiescent 
LMXBs, CVs, MSPs, and active 
binaries.

❖ The number of X-ray sources in a 
luminosity-limited sample varies 
greatly from cluster to cluster.

M4 M4

47 Tuc 47 Tuc 47 Tuc



Chandra Observations Propel the Field Forward
❖ Differences in source populations were soon 

linked to internal dynamics in the clusters.

❖ The total number of X-ray sources in a cluster 
scales with the stellar encounter frequency (DP 
et al. 2003, Heinke et al. 2003, Gendre et al. 2003)

❖ With some knowledge gained, 
qLMXBs and some CVs could 
be separated from the rest of 
the population.  CVs were 
finally shown to have a link to 
cluster dynamics, though not 
as strong a link as the LMXBs 
have.

DP and Hut (2006)
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X-rays Observations Probe Supernova Environments
❖ When the outgoing blast wave from a 

supernova (SN) runs into the circumstellar 
material (CSM) — which is formed by the 
wind(s) from the progenitor star — two 
shock fronts form, and both the shocked 
SN ejecta and CSM can emit X-rays.

❖ The X-ray luminosity is a function of the 
CSM density.

❖ The fast-moving SN shocks are effectively a 
time machine, encountering material shed 
earlier and earlier in the life of the pre-
supernova star.

❖ The X-ray light curve gives us a picture of 
thousands of years of the mass-loss history 
of the SN progenitor.

Credit: NASA/CXC/A. Hobart



❖ Major issue in supernova (SN) research is how massive 
stars that begin with ∼70% hydrogen are nearly or 
completely devoid of H when they explode as Type Ic, Ib, 
Ibn, or IIb SNe. 

❖ SN 2001em (Ic) found to have strong radio (Stockdale et al. 
2004) and X-ray (DP & Lewin 2004) emission years after 
explosion.  Optical spectrum showed strong Hα (Soderberg 
et al. 2004).  Explained as SN shock catching up to 
previously expelled H envelope at 7 × 1016 cm and 
undergoing strong interaction (Chugai & Chevalier 2006).

❖ SN 2006jc (Ib) showed 5× rise X-rays ~100 days after explosion, interpreted as dense shell at 1016 
cm (Immler et al. 2008).

❖ SN 2014C (Ib) showed strong Hα 127 days after explosion, along with X-ray, radio, and IR 
emission (Milisavljevic et al. 2015; Tinyanont et al. 2016; Thomas et al. 2022)

❖ SN 2004dk (Ib) showed strong Hα, X-rays, and radio 10–15 years after explosion 
(Vinko et al. 2017; DP et al. 2019)

The Circumstellar Medium Is Not Uniform

Soderberg et al. 2004

see poster by 
V. Dwarkadas
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The Resolution of Chandra Is Crucial
❖ CSM interaction is the source of 

(almost) all X-ray emission from 
young SNe.

❖ Measuring CSM properties provides 
vital information on the mass-loss 
history of the progenitor.

❖ Chandra, XMM, and Swift have all 
contributed to substantial progress in 
understanding CSM interaction.

❖ SNe have a bad habit of happening in 
galaxies.  Galaxies have XRBs.

❖ Chandra observations are necessary to 
isolate SN X-ray emission from other 
sources.
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Lensed Quasars: The Mystery of Flux Ratio Anomalies
❖ Flux ratio anomalies in lensed 

quasars were known in the optical for 
decades and thought to be due to 
small scale structure in lensing 
galaxy.  Arguments were put forth for 
two leading candidates

❖ Milli-lensing: dark matter 
condensations of 104 – 106 M⊙ 
(Wambsganss & Paczyński 1992; Witt 
et al. 1995; Mao & Schneider 1998; 
Metcalf & Madau 2001; Dalal & 
Kochanek 2002; Chiba 2002)

❖ Micro-lensing: stars in the lensing 
galaxy (Witt et al. 1995; Schechter & 
Wambsganss 2002)
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lensing galaxy

images of quasar
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Chandra Observations Solve the Mystery
❖ Chandra observations established 

that stronger X-ray anomalies are 
nearly universal, indicating micro-
lensing is the cause of the anomalies 
(DP et al. 2007).

❖ This allowed micro-lensing to be 
used as a tool to study both the 
sources (quasars) and the lenses 
(elliptical galaxies) on scales of 
micro-arseconds.

❖ Magnitude of micro-lensing effects 
probes source size (quasar structure).

❖ Frequency of micro-lensing effects 
probes lensing galaxy contents.

Lensing Model

should be brightest image

Magellan

lensing galaxy

images of quasar

RX J1131−1231

1″

Blackburne, DP, & Rappaport 2006

 more anomalous in X-rays

Chandra



The Anomalies Are Now a Powerful Tool
Lensing galaxy: the probability of strong micro-lensing effects is a non-
monotonic function of stellar density.
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The Anomalies Are Now a Powerful Tool
Lensing galaxy: ensemble average stellar fraction is ~7% at typical impact 
parameter of 7 kpc. 
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Figure 7. Probability distributions for the stellar fraction, Sj, at the characteristic radial distance Rc from the center of the lensing galaxy for 14 quadruply lensed
quasar systems. Those labeled in italics do not have a measured lens redshift zl .

which can be seen in the bottom panels of Figure 6 using values
from ObsID 363.

All of the above has been worked out for a single observation
of a system, but several systems have been observed multiple
times with Chandra. We combine these multiple observations
using conditional probability:

P (Sj ) =
∑

k

P (Sj |obsk)P (obsk), (15)

where we take P (obsk) as a weighting factor (normalized to
unity) that combines two measures of the effectiveness of the
observation to provide unique and useful information.

The first ingredient in P (obsk) concerns the uniqueness of
the information from the observation. Over time, the proper
motions of the lensing galaxy and background quasar, as well

as the internal motions of the microlensing stars, can be thought
of as an effective motion of the source through the field of
the microlensing map (Wyithe et al. 2000). The more time
between observations, the higher the chance that the source
is in a different enough region of the map to be considered
an independent sampling of it. We therefore include a term in
P (obsk) proportional to how isolated in time the observation is,
defined as the sum of the intervals between the observation and
all other observations.

The second ingredient in P (obsk) is based on the quality
of the information that the observation provides. Observations
which yield tight constraints on the individual fractions and
the total flux consequently give much better defined probability
functions for the stellar fraction (we point out specific examples
below). We use the measured uncertainties (Table 1) on the
fractions (symmetrized) and the total flux to calculate this. Our
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The Anomalies Are Now a Powerful Tool
Lensing galaxy: Chandra data determine stellar M/L via Fundamental Plane.

❖ Overall mass density of lensing 
galaxy is known from macro-lensing.

❖ Chandra gives level of micro-lensing 
→ mass in individual stars, 
including stellar remnants, brown 
dwarfs, and red dwarfs too faint to 
produce photometric or 
spectroscopic signatures. 

❖ We assess stellar M/L via a 
calibration factor  that multiplies 
the stellar mass fundamental plane.

ℱ

Schechter, DP, et al. 2014

The Astrophysical Journal, 793:96 (18pp), 2014 October 1 Schechter et al.

Figure 2. Likelihood of the calibration factor F applied to the stellar mass fundamental plane to compute the probability distribution of micro-lensing fluctuations.
The dashed line shows the median likelihood value, F = 1.23.

the constant c in the stellar mass fundamental plane down by
a factor 1/f 2. But, since Σe ∼ r−1.453

e , the net factor by which
the predicted surface densities are smaller is 1/f 0.547.

7.6. Effects of Mass Sheet Degeneracy

The well known mass sheet degeneracy permits the addition
of a uniform surface density mass sheet to a lens model that, with
corresponding adjustment of the model parameters, produces the
same image positions and relative magnifications. To the extent
that lensing galaxies lie in clusters of galaxies, the cluster dark
matter along the line of sight to the lens acts as such a mass
sheet.

In one of our lenses, PG 1115+080, we have taken this
into account explicitly by modeling the associated group of
galaxies as an isothermal sphere, contributing an additional
convergence at the position of the lens galaxy of ∆κ = 0.105.
The convergence for an isothermal sphere is equal to the shear,
so to gauge the possible effect of the mass sheet degeneracy, we
might add a convergence, ∆κ , comparable to the external shear
that we measure.

Such an additional smooth contribution to the convergence
does not change the magnification histogram. It does, however,
increase the observed size of the Einstein ring, by a factor
(1 − κ)/(1 − κ − ∆κ). Our proxy velocity dispersion is taken
to be a property of the lensing galaxy as opposed to the galaxy
plus mass sheet system. In the presence of a mass sheet we then
overestimate this as well.

Our convergence values cluster around κ ≈ 1/2, as expected
for an isothermal sphere. The observed Einstein ring radii
therefore overestimate the velocity dispersion in the galaxy by
a factor ≈(1 − 2∆κ). We see from Table 1 that for the same
measured effective radius we will get a smaller predicted surface
mass density, by a factor ≈(1 − 2∆κ)1.748. These would lead to
larger values of the calibration factor F .

While it might seem to be more appropriate to use the smaller
Einstein ring radii, we note that both the SLACS and SL2S radii
were derived assuming no mass sheet. Since we seek to apply
a calibrating factor to a fundamental plane derived from these

data, it would seem best to use an Einstein ring radius likewise
uncorrected for a possible mass sheet.

There is, however, some reason to believe (Holder &
Schechter 2003) that quadruply imaged quasars experience
stronger shear than the SLACS and SL2S lensing galaxies.
Koopmans et al. (2006) place a limit on the external shear for
a subset of the SLACS lenses of 0.035. By contrast, we see in
Table 6 that the typical shear for our lensed quasars is 0.1. On
the hypothesis that the external shear is the result of a larger
isothermal cluster, the additional convergence would be larger
for the present sample than for the SLACS sample.

The effect would not be large except for the case of RX
J0911+0551, for which the lensing galaxy is clearly part of a
cluster of galaxies. However, the shear, with γ = 0.294, does
not seem to be directed to the center of the cluster (Kneib et al.
2000).

7.7. Systematic Errors in Lens Model and QSO Magnifications

In modeling the expected fluctuations, one must specify
a convergence, κ , and a shear, γ at the positions of the
quasar images. These depend upon the particular model for
the gravitational lens potential. Our adopted SIE+X model is a
singular isothermal ellipsoid with ellipticity and position angle
taken from optical observations, with an external source of tidal
shear providing as much if not more quadrupole than the SIE.

A commonly adopted alternative (and the one explicitly
adopted by the SLACS and SL2S groups) is to attribute all
of the quadrupole to an SIE. While there are several systems for
which the SIE is manifestly inferior (there are obvious sources of
tides), we have constructed SIE models for our systems and use
them to gauge how large a systematic error we might be making
in adopting our SIE+X models. For the SIE models we find a
median likelihood value for the factor by which the Salpeter
stellar mass must be multiplied which is lower by roughly 17%
than for the SIE+X models.

We have also produced models with a steeper than isothermal
mass density profile, ρ(r) = ρ0(r/r0)−γ ′

, with exponent γ ′ =
2.1. The resulting calibration factor is higher by roughly 32%.
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The Anomalies Are Now a Powerful Tool
Lensing galaxy: Chandra data constrain mass of dark halo in MaCHOs to ≲10%.

❖ Previous assumption: dark halo 
component is smooth → halo 
particles of at most planetary mass 
(depends on X-ray size of quasar)

❖ Instead, take stellar surface mass 
density to be known and let the 
factor  represent the fraction of the 
dark halo in Massive Compact Halo 
Objects (MaCHOs), which includes 
~20 M  black holes.

ℱ

⊙

Schechter 2018

Stellar Masses from Micro-lensing 5

to reconcile those discrepancies by adopting a toy model in which 50% of the flux was
pointlike and 50% of the light was very extended and not subject to micro-lensing.

Subsequent work by Pooley et al (2007), Morgan et al (2010) and Blackburne et
al (2011) showed that the continuum emitting regions of bright lensed quasars were
factors of 3 - 30 larger than predicted by the venerated Shakura and Sunyaev (1973)
model.

Schechter et al (2014) used X-ray flux ratios in their estimate of the factor by
which Salpteter mass surface densities needed to be multiplied to allay concerns about
the size of the continuum emitting region. Jiménez-Vicente et al (2015) took a different
tack, carrying out a joint analysis of stellar mass fraction and emitting region size. The
two approaches yield consistent results, albeit with large uncertainties.

The size of the X-ray sample will continue to grow as long as the Chandra X-ray
Observatory continues to operate. Unfortunatly none of the currently planned X-ray
missions will be able to make such measurements as they lack Chandra’s resolution.

As discussed above, newly discovered quadruply lensed quasars are likely to be
less luminous than those first discovered. It is reasonable to expect their continuum
emitting regions to be correspondingly smaller, mitigating the effect of their partial
resolution.

5. Limits on MaCHOs, Including Primordial Black Holes

In our calculations, we implicitly assume that the dark halo component of a lens is
smoothly distributed. This translates to halo particles of at most planetary mass, de-
pending upon the poorly known sizes of quasar X-ray emitting regions.

Figure 3. Likelihoods for a range of fractional contributions of MaCHOs to
the dark matter surface density in ten lensed quasars. Note the finite likeli-
hood for a negative fraction, which would result if a Salpeter IMF overesti-
mates the surface mass density.
We can invert our assumptions, and take the stellar surface mass density to be

known (adopting in our case a Salpeter IMF) and instead let the factor F represent the

See also Mediavilla et al. (2009)
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Schematic view of the structure of a 
quasar with the main regions that can be 
probed by micro-lensing color-coded as 
follows, starting from the smallest/
innermost (left to right): X-ray corona 
(purple), accretion disc (blue to red), 
Broad Line Region (lighter green), dust 
torus (red), and Narrow Line Emission 
(darker green). For completeness, the 
black hole and the jet are also shown.

(from Varnardos, Sluse, DP, et al. 2024)



The Anomalies Are Now a Powerful Tool
Quasar Structure: micro-lensing has ruled out certain corona geometries and 
established that the corona must be compact. 
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Figure 8. Emission region half-light radii as a function of black hole mass
MBH based in part on results from Chartas et al. (2009), Dai et al. (2010),
Morgan et al. (2010, 2012), Blackburne et al. (2011a), and J. A. Blackburne
et al. (2013, in preparation). The filled squares represent optical sizes corrected
to a rest wavelength of λ = 2500 Å assuming Rλ ∝ λ4/3 for comparison. The
correction is only significant for RXJ1131. Open triangles and squares are for
the hard and soft X-ray sizes, respectively. Small offsets between the soft and
hard X-ray data were applied for clarity. The diamonds correspond to full band
X-ray size estimates. The upper limits are indicated by arrows. The dashed line
corresponds the Morgan et al. (2010) fit to the optical data.
(A color version of this figure is available in the online journal.)

available optical and X-ray sizes following Morgan et al. (2010).
Here the optical results (filled squares) are from Morgan et al.
(2006, 2010, 2012), Fohlmeister et al. (2008), Dai et al. (2010),
Blackburne et al. (2011a), and J. A. Blackburne et al. (2013,
in preparation), the X-ray results (open symbols) are from Dai
et al. (2010), Morgan et al. (2012), Blackburne et al. (2011a),
and J. A. Blackburne et al. (2013, in preparation), and the BH
mass estimates are from Peng et al. (2006), Morgan et al. (2010),
Greene et al. (2010), and Assef et al. (2011). Although X-ray
size measurements exist for only a small number of systems,
the first inspection suggests that the size of the X-ray emission
region is roughly proportional to the mass of the central BH.
Since the optical sizes appear to scale as the Roptical ∝ M

2/3
BH

predicted by thin disk theory (Morgan et al. 2010), while the
X-ray sizes appear to scale as RX ∝ MBH, the differences be-
tween microlensing at X-ray and optical should be largest at low
mass (e.g., RXJ 1131−1231; Dai et al. 2010) and modest at high
mass (e.g., Q 2237+0305). However, the prevalence of upper
limits on the X-ray sizes, as well as the large error bars, does not
allow us to set strong constraints on the correlation. Because the
X-ray emission is so compact, robust lower limits on sizes de-
pend on having better sampled X-ray light curves than are typical
of the existing data, although we are addressing this problem in
a new set of Chandra observations. With additional and better
measurements, we can not only better constrain the correlation
with MBH but also examine whether the spatial structure of the
corona is correlated with the X-ray spectral index, and explore
the origin of the reflected X-ray components, particularly the Fe
Kα lines, as we started to explore in Chartas et al. (2012).

This research was supported by NASA/SAO grants GO6-
7093X, GO0-11121A/B/C, and GO1-12139A/B/C, and NSF
grants AST-0708082 and AST-1009756. Further support for
this work was provided by the National Aeronautics and Space
Administration through Chandra Award Number 11121 issued
by the Chandra X-ray Observatory Center, which is operated
by the Smithsonian Astrophysical Observatory for and on
behalf of the National Aeronautics Space Administration under
contract NAS8-03060. A.M.M. also acknowledges the support
of Generalitat Valenciana, grant APOSTD/2010/030.

REFERENCES
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Figure 10. Half-light radii at a rest wavelength of 2500 Å, plotted against black
hole mass. Black hole masses estimated using the virial method are plotted
as red squares; those estimated using bolometric luminosity are plotted as
blue diamonds. The solid line is the prediction of the thin disk model (with
fEdd = 0.25 and η = 0.15), while the dotted line is the best fit to these data.
The microlensing radii of Morgan et al. (2010) are plotted in thin black lines
for comparison. They have been corrected to 2500 Å (assuming that r ∝ λ4/3)
and converted to half-light radii by multiplying by 2.44 (see Equation (2)). The
inclination correction has been removed. Their error bars are larger because they
take several sources of systematic error into account. The black hole masses have
unplotted uncertainties of about 0.4 dex.
(A color version of this figure is available in the online journal.)

that the effective temperature is a steeply falling function of
radius. It is worth noting that nearly all the measured slopes
are consistent with ν = 0, i.e., a source with a wavelength-
independent size, though the existence of such an object seems
highly unlikely, from both theoretical (e.g., energy conservation)
and observational (e.g., quasar variability) standpoints.

MG J0414, the only quasar that matches the thin disk size
prediction (and the only radio-loud quasar in our sample), is also
the only quasar with a slope ν consistent with 4/3. Although
MG J0414 was the only case where we used empirical mid-
IR flux ratios in place of model ratios (as we suspected the
presence of millilensing), it is unlikely that its unique behavior
is due to this choice, since mid-IR radios for other lensed quasars
(including PG 1115) match the models very well (Chiba et al.
2005; Minezaki et al. 2009).

Two lenses, HE 0230 and WFI J2033, have microlensing
size estimates that decrease with wavelength. This result does
not seem to arise from a gross failure of our analysis method,
since the flux ratios themselves become more anomalous with
wavelength, which in most cases implies a smaller source size
(see Table 5). It cannot be due to microlensing variability, since
the optical/IR measurements are coeval. But it should not be
concluded that the temperature profile of these quasars is in
fact inverted, as the errors do not rule out positive slopes. It
is possible that the sources lie on an unusual region of the
caustic pattern where the smoothing caused by a larger source
causes more anomalous flux ratios. These lenses underscore
the importance of having a large sample of objects when using
single-epoch measurements.

8. SUMMARY AND CONCLUSIONS

We have obtained flux ratios in eight optical and IR filters
spanning a factor of six in wavelength, for a sample of 12
strongly lensed quasars. Comparing these ratios to each other

and to Chandra X-ray flux ratios, both from the literature and
newly reported here, we see chromatic variations, which we
attribute to the microlensing of a multicolor accretion disk. The
standard thin accretion disk model predicts a temperature profile
that falls as the β = 3/4 power of radius, implying that the
half-light radius of the disk is proportional to λ4/3, with an
overall normalization that depends on the black hole mass and
(weakly) on the Eddington fraction and accretion efficiency.
This chromatic dependence combines with the dependence of
microlensing magnification on source size to produce higher-
amplitude microlensing variations at blue wavelengths than at
red wavelengths. For single-epoch observations like ours, this
usually means that the observed flux ratios at blue wavelengths
are more anomalous than at red wavelengths, compared to the
ratios predicted by smooth lens models.

In addition to formal statistical uncertainties, we have esti-
mated the systematic errors in the flux ratios due to spectral con-
tamination by broad emission lines, quasar variability combined
with lensing time delays, and microlensing variability combined
with delays between measurement epochs. We have described
a Bayesian method for determining the probability distribution
of the half-light radius of the source in each filter. For quasars
without X-ray measurements, we are able to place upper limits
on the half-light radii, by virtue of the departures of the flux
ratios from the model predictions. When X-ray ratios are avail-
able, we assume that they originate from a very compact region,
and we are able to place both upper and lower limits on the half-
light radius, reasoning that the differences between the X-ray
and optical ratios arise because of the appreciable optical radius.

The resulting size estimates are larger overall than is predicted
by the standard thin disk model by nearly an order of magnitude,
on average. The scaling of the half-light radius with mass
is consistent with the expected slope, but the scaling with
wavelength is shallower than expected. Although the large
error bars on the wavelength slopes mean that a single slope
measurement would have little weight, the fact that all but one
of the measured slopes are too shallow commands attention.
Since the scaling of radius with wavelength is the reciprocal
of the scaling of temperature with radius, our results indicate
that if we assume a blackbody accretion disk with a power-law
temperature profile the temperature slope is in general steeper
than the standard thin disk model predicts. However, other
explanations for the relative insensitivity of radius to wavelength
are also possible, though none immediately presents itself.

There is growing evidence from microlensing studies that
quasar accretion disks are larger at optical wavelengths than
simple accretion models predict. Our result is a confirmation
of earlier, more qualitative work by Pooley et al. (2007). It also
corroborates the results of Morgan et al. (2010), who use several
lensed quasars to study the mass dependence of the accretion
disk radius, and find it difficult to reconcile their radii with thin
disk theory. Our results for the observer-frame r ′-band size of
MG J0414 and u′-band size of SDSS J0924 are consistent with
the upper limits of Bate et al. (2008) and Floyd et al. (2009),
respectively. Likewise, our estimates of the radius of RX J1131
at around 4000 Å in the rest frame, and of HE 0435 at around
6500 Å in the observed frame, are consistent with those of Dai
et al. (2010) and Mosquera et al. (2010), respectively.

The picture is less clear regarding the temperature profile
slope β. Using time-domain measurements at several wave-
lengths, Poindexter et al. (2008) find β ∼ 0.6 for the quasar HE
1104−1805, consistent with the thin disk slope of 3/4. They
point out that a flatter temperature slope (i.e., β < 3/4) would
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Figure 4. Probability distributions for the half-light radii of the V-band (solid),
soft X-ray (dash-dotted), and hard X-ray (dashed) emission. The gray area
corresponds to predicted values of rg, where the lower and upper limits are for
MBH = 0.9 × 109 M⊙ (C iv; Morgan et al. 2010) and MBH = 2.4 × 109 M⊙
(Hβ; Assef et al. 2011), respectively.
(A color version of this figure is available in the online journal.)

in keeping solutions. We keep hard X-ray fits with χ2/Ndof ! 4
and then fit the soft X-ray band saving results with χ2/Ndof ! 3.
Dropped solutions would contribute to our Bayesian probability
integrals as exp[−(χ2 − χ2

min)/2], so the dropped cases should
be exponentially unimportant to the final results.

Once the initial set of trials has been “filtered” through
the three bands, we use a Bayesian analysis to determine
the parameters and their uncertainties. Figure 4 shows the
probability distribution for the scale radii obtained with a
logarithmic prior on the sizes. We found that the X-ray-emitting
regions are significantly smaller than the optical, and found no
significant difference between soft and hard bands, although
the uncertainties are large. Between the different bands we
found half-light radius ratios of log(R1/2,soft/RV ) = −0.65+0.47

−0.55,
log(R1/2,hard/RV ) = −0.51+0.47

−0.57, and log(R1/2,soft/R1/2,hard) =
−0.14+0.60

−0.72. We also ran a sequence considering only the OGLE
V band and the full X-ray band, since the X-ray uncertainties
are smaller when considering the complete energy range. We
saved trials with full X-ray band fits with χ2/Ndof ! 5 and
found log(RX,full/RV ) = −0.52+0.45

−0.54 (Figure 5). Thus the X-ray
half-light radius is on scales of ∼101.7±0.5 rg , while the optical
half-light radius is on scales of 102.2±0.2 rg for MBH = 109.1 M⊙.
We also examined the distributions of the projected area ratios
between the different wavelengths to see if the structure of the
X-ray-emitting region could be better defined (see Figure 6).
These ratios have values of log(AX,full/AV ) = −1.01+0.73

−0.86,
log(AX,soft/AV ) = −1.21+0.83

−1.07, log(AX,hard/AV ) = −1.01+0.86
−1.12,

and log(AX,soft/AX,hard) = −0.21+0.95
−0.91 that are consistent with

the derived half-light radius ratios.
Despite finding large numbers of good fits to the V-band data

alone, when we included the X-ray data we had difficulty ob-
taining large numbers of trials that were good fits to the data.5

5 Best (χ2/Ndof )hard = 1.9, and best (χ2/Ndof )soft = 1.3.

Figure 5. Probability distributions for the half-light radii of the V-band (solid)
and full X-ray (dashed) emission. The gray area corresponds to predicted values
of rg, where the lower and upper limits are for MBH = 0.9 × 109 M⊙ (C iv;
Morgan et al. 2010) and MBH = 2.4 × 109 M⊙ (Hβ; Assef et al. 2011),
respectively.
(A color version of this figure is available in the online journal.)

H/V
S/V
S/H

Full X-ray/V-band

Figure 6. Top panel: probability distributions for the logarithm of the half-
light radius hard X-ray area to optical area ratio (solid), along with similar
distributions for soft X-ray to optical (dashed) and hard to soft X-ray (dash-
dotted). Bottom panel: similar distribution for the full X-ray area to optical area
ratio.
(A color version of this figure is available in the online journal.)

Part of the problem is that it is probably exponentially harder
to fit temporally longer light curves using the Monte Carlo ap-
proach (see Poindexter & Kochanek 2010a). But another prob-
lem could be that we do not have fully aligned optical and
X-ray data because we have no extension of the OGLE light
curves to the most recent X-ray epochs. We tested this hypothe-
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Figure 5. Posterior probability distributions for the scale radius of the source
at a variety of wavelengths. The top (bottom) panel uses a logarithmic (linear)
prior. The arrows mark the observed-frame UV and R-band scale radii expected
from thin disk theory; the flux estimates are smaller by 0.38 dex. The vertical
line on the left marks the estimated gravitational radius of the black hole. The
mean mass ⟨M⟩ is fixed at 0.3 M⊙, and all other parameters are marginalized.
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to optical area predicted by the standard thin disk theory; compare it to the
dot–dashed curve. The mean mass ⟨M⟩ is fixed at 0.3 M⊙, and all other
parameters are marginalized. We use a logarithmic prior.

we calculate posterior probability distributions for the ratio of
areas. Figure 6 shows distributions for the logarithm of the UV
area to optical area ratio, along with similar distributions for
soft X-ray to optical, hard X-ray to optical, and hard X-ray to
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Figure 7. Posterior probability distribution for the mean mass ⟨M⟩ of the
microlens stars. All other parameters are marginalized. This result is taken from
the optical-only simulation to avoid biases arising from the lack of convergence
at small X-ray and UV sizes; see the text for details. The solid line uses a
flat logarithmic prior, while the dashed line uses the result of Poindexter &
Kochanek (2010b) as a prior.

soft X-ray. These distributions use a logarithmic prior only, as a
linear prior does not make sense for such ratios. We also mark
the expected value of the UV to optical ratio for the thin disk
case where ∆ log A = 8/3∆ log λ. This value is consistent with
our probability distribution, which is not surprising given the
width of the UV area distribution. Although it is not relevant
for the thin disk model, the ratio of hard X-ray area to soft
X-ray area is interesting because of the possibility of structure
in the X-ray corona. We do not find evidence of a difference
in sizes: the distribution peaks just at unity (though it is broad
enough that significant differences in the source area at different
X-ray energies are not ruled out). This runs a bit counter to the
results of Chen et al. (2011), who measure X-ray light curves
indicating energy-dependent size differences in Q 2237+0305.
More densely sampled X-ray light curves would be invaluable
in addressing this question.

4.5. Mean Microlens Mass

Figure 7 shows the posterior probability distribution for the
mean mass of the stars ⟨M⟩. Like the source area, this measure-
ment is affected by the resolution limits of our magnification
patterns (see Figure 2). To avoid this problem, which would bias
our mass results toward smaller mean masses, we use the results
of the simulation that is constrained only by the R-band light
curve. Like Poindexter & Kochanek (2010b), we partially break
the degeneracy between velocity and mean mass by virtue of
our dynamic magnification patterns, but as we have mentioned,
the small random stellar velocities in the HE 0435 system re-
duce the power of this method. Indeed, our posterior velocity
distribution is indistinguishable from the prior, indicating that
we have not strongly broken the degeneracy. Our mean mass
probability distribution is consistent with other estimates of the
mean mass (Poindexter & Kochanek 2010b). Since our posterior
probability distribution is independent of that of Poindexter &
Kochanek (2010b), we multiply the two distributions together
and plot them as a dashed curve in Figure 7. This is equivalent
to using their distribution as a prior.
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we calculate posterior probability distributions for the ratio of
areas. Figure 6 shows distributions for the logarithm of the UV
area to optical area ratio, along with similar distributions for
soft X-ray to optical, hard X-ray to optical, and hard X-ray to
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flat logarithmic prior, while the dashed line uses the result of Poindexter &
Kochanek (2010b) as a prior.

soft X-ray. These distributions use a logarithmic prior only, as a
linear prior does not make sense for such ratios. We also mark
the expected value of the UV to optical ratio for the thin disk
case where ∆ log A = 8/3∆ log λ. This value is consistent with
our probability distribution, which is not surprising given the
width of the UV area distribution. Although it is not relevant
for the thin disk model, the ratio of hard X-ray area to soft
X-ray area is interesting because of the possibility of structure
in the X-ray corona. We do not find evidence of a difference
in sizes: the distribution peaks just at unity (though it is broad
enough that significant differences in the source area at different
X-ray energies are not ruled out). This runs a bit counter to the
results of Chen et al. (2011), who measure X-ray light curves
indicating energy-dependent size differences in Q 2237+0305.
More densely sampled X-ray light curves would be invaluable
in addressing this question.

4.5. Mean Microlens Mass

Figure 7 shows the posterior probability distribution for the
mean mass of the stars ⟨M⟩. Like the source area, this measure-
ment is affected by the resolution limits of our magnification
patterns (see Figure 2). To avoid this problem, which would bias
our mass results toward smaller mean masses, we use the results
of the simulation that is constrained only by the R-band light
curve. Like Poindexter & Kochanek (2010b), we partially break
the degeneracy between velocity and mean mass by virtue of
our dynamic magnification patterns, but as we have mentioned,
the small random stellar velocities in the HE 0435 system re-
duce the power of this method. Indeed, our posterior velocity
distribution is indistinguishable from the prior, indicating that
we have not strongly broken the degeneracy. Our mean mass
probability distribution is consistent with other estimates of the
mean mass (Poindexter & Kochanek 2010b). Since our posterior
probability distribution is independent of that of Poindexter &
Kochanek (2010b), we multiply the two distributions together
and plot them as a dashed curve in Figure 7. This is equivalent
to using their distribution as a prior.
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soft X-ray. These distributions use a logarithmic prior only, as a
linear prior does not make sense for such ratios. We also mark
the expected value of the UV to optical ratio for the thin disk
case where ∆ log A = 8/3∆ log λ. This value is consistent with
our probability distribution, which is not surprising given the
width of the UV area distribution. Although it is not relevant
for the thin disk model, the ratio of hard X-ray area to soft
X-ray area is interesting because of the possibility of structure
in the X-ray corona. We do not find evidence of a difference
in sizes: the distribution peaks just at unity (though it is broad
enough that significant differences in the source area at different
X-ray energies are not ruled out). This runs a bit counter to the
results of Chen et al. (2011), who measure X-ray light curves
indicating energy-dependent size differences in Q 2237+0305.
More densely sampled X-ray light curves would be invaluable
in addressing this question.

4.5. Mean Microlens Mass

Figure 7 shows the posterior probability distribution for the
mean mass of the stars ⟨M⟩. Like the source area, this measure-
ment is affected by the resolution limits of our magnification
patterns (see Figure 2). To avoid this problem, which would bias
our mass results toward smaller mean masses, we use the results
of the simulation that is constrained only by the R-band light
curve. Like Poindexter & Kochanek (2010b), we partially break
the degeneracy between velocity and mean mass by virtue of
our dynamic magnification patterns, but as we have mentioned,
the small random stellar velocities in the HE 0435 system re-
duce the power of this method. Indeed, our posterior velocity
distribution is indistinguishable from the prior, indicating that
we have not strongly broken the degeneracy. Our mean mass
probability distribution is consistent with other estimates of the
mean mass (Poindexter & Kochanek 2010b). Since our posterior
probability distribution is independent of that of Poindexter &
Kochanek (2010b), we multiply the two distributions together
and plot them as a dashed curve in Figure 7. This is equivalent
to using their distribution as a prior.
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Figure 1. Inclination-corrected accretion disk size R2500 vs. black hole mass MBH. The solid line through the data shows our best power-law fit to the data and the
dot-dashed line shows the prediction from thin-disk theory (L/LE = 1 and η = 0.1). The shaded band surrounding the best fit shows the expected variance due to
inclination. Disk sizes are corrected to a rest wavelength of λrest = 2500 Å and the black hole masses were estimated using emission line widths. The filled points
without error bars are R2500 estimates based on the observed, magnification-corrected I-band fluxes. They have typical uncertainties of 0.1–0.2 dex. Solid lines at the
bottom of the plot show the innermost stable circular orbit for a maximally rotating Kerr black hole and a Schwarzschild black hole, representing a plausible range of
radii for the inner edge of an accretion disk.

Table 1
Measured and Derived Quantities

Object Line FWHM MBH log(RS/cm) λrest BLR Icorr log(RS/cm)
Å (Observed) (109 M⊙) (Microlensing) (µm) Contaminant (mag) (Thin Disk Flux)

QJ 0158−4325 Mg ii 40 0.16 14.9+0.3
−0.3 0.306 Balmer, Fe ii UV, Mg ii 19.09 ± 0.12 15.2 ± 0.1

HE 0435−1223 C iv 70 0.50 15.7+0.5
−0.7 0.260 Balmer, Fe ii UV 20.76 ± 0.25 14.9 ± 0.1

SDSS 0924+0219 Mg ii 61 0.11 15.0+0.3
−0.4 0.277 Balmer, Fe ii UV, Mg ii 21.24 ± 0.25 14.8 ± 0.1

FBQ 0951+2635 Mg ii 70 0.89 16.1+0.4
−0.4 0.313 Balmer, Fe ii UV, Mg ii 17.16 ± 0.11 15.6 ± 0.1

SDSS 1004+4112 Mg ii 134 0.39 14.9+0.3
−0.3 0.228 Balmer, Fe ii UV 20.97 ± 0.44 14.9 ± 0.2

HE 1104−1805 C iv 103 2.37 15.9+0.2
−0.3 0.211 Balmer, Fe ii UV 18.17 ± 0.31 15.4 ± 0.1

PG 1115+080 Mg ii 127 1.23 16.6+0.3
−0.4 0.257 Balmer, Fe ii UV 19.52 ± 0.27 15.1 ± 0.1

RXJ 1131−1231 Hβ 90 0.06 15.3+0.2
−0.2 0.422 Balmer, Fe ii Optical 20.73 ± 0.11 14.8 ± 0.1

SDSS 1138+0314 C iv 25 0.04 14.9+0.6
−0.6 0.203 Balmer, Fe ii UV 21.97 ± 0.19 14.6 ± 0.1

SBS 1520+530 C iv 75 0.88 15.7+0.2
−0.2 0.245 Balmer, Fe ii UV 18.92 ± 0.13 15.3 ± 0.1

Q 2237+030 C iv 48 0.9a 15.6+0.3
−0.3 0.208 Balmer 17.90 ± 0.44 15.5 ± 0.2

Notes. RS from microlensing is the accretion disk size at λrest, the rest-frame wavelength corresponding to the center of the monitoring filter used for that
quasar’s light curve. Use half-light radii (R1/2 = 2.44RS ) to compare these size measurements to other disk models. Significant sources of unmicrolensed
flux from the QSO broad-line region (BLR) that fall into or overlap with the observing passband are indicated. Balmer continuum (λ ! 3650 Å), Fe ii UV
continuum (λ ! 3100 Å), Fe ii optical continuum (4240 Å ! λ ! 5400 Å), or Mg ii (λ2798 Å). Icorr is the corrected (unmagnified) I-band magnitude. Typical
I-band measurement errors are !0.1 mag, but the larger errors on Icorr come from uncertainties in the lens magnification. RS calculated using corrected I-band
magnitude and thin-disk theory is also unscaled; it is the disk size at the rest-frame wavelength corresponding to the center of the HST I-band filter (F814W).
Both disk sizes assume an average inclination angle i = 60◦.
a The C iv emission line width from Yee & De Robertis (1991) depends strongly on the fit to several blended C iv absorption features, so we report MBH at
lower precision.

estimates are appropriate. While the formal uncertainties in MBH
from the line width relations are only ∼0.1 dex, the systematic
uncertainties are generally believed to be closer to 0.33 dex
(McLure & Jarvis 2002; Kollmeier et al. 2006; Vestergaard
& Peterson 2006; Peng et al. 2006). If we fit the relation
assuming that this is an additional random error in each black
hole mass, then we find log (R2500/cm) = (15.9 ± 0.2) + (1.0 ±
0.3) log

(
MBH/109 M⊙

)
with a goodness of fit χ2/Ndof = 0.59.

This implies either that 0.33 dex of random uncertainty for
each individual black hole mass is too large or that we have
overestimated the uncertainties in the size measurements.

The low efficiency estimate is closely related to the argument
by Pooley et al. (2007) that the sizes estimated from microlens-
ing are larger than expected from thin-disk theory, but the com-
parison is not exact because Pooley et al. (2007) used black hole
masses determined largely from estimates of the bolometric

Morgan et al. 2010

DP et al. 2007

the X-ray ratio is less than the optical. Themiddle and right panels
showwhether the discrepancy with the model comes from the HS
or the HM image (or a combination of the two). In general, the
LM image is much less susceptible to microlensing than either
the HS or HM image (Kochanek & Dalal 2004).

The group statistics for the flux ratio anomalies presented in
Figure 3 and Table 5 are summarized in Figure 4. The error bars
represent the !rms spread in the logarithm of the flux ratios
(normalized by the smooth model values) between various im-
age pairs for our quasar sample. The black outer bars result from
including all 10 quasars; the thick blue bars result when we ex-
clude the systems Q2237+0305 and SDSS J0924+0219. Q2237+
0305 is excluded because the uniquely small redshift of its lensing
galaxy causes the projected microlens Einstein radius to be bigger
than any region of the source, while SDSS J0924+0219 might
also be excluded because the source size is thought to be so small
that even its broad-line region is partiallymicrolensed (Keeton et al.
2006).

It can be seen from the blue bars in Figure 4 that the ratios of
the HS to HM images deviate more (from their expected values)
in the X-ray band than in the optical band by a factor of "2.4. The
discrepancy is somewhat smaller for the HS/LM ratios at a factor
of "1.7. The HM/LM and LS/LM ratios are not as anomalous in
either band, but theX-ray ratios still have awider range than do the
optical ratios. It is on the larger anomalies in the X-ray band for the
HS/HM and HS/LM ratios, as compared to those for the optical
band, that we base our quantitative analysis of the size of the op-
tically emitting regions of the accretion disks in the next section.

5. SIZES OF QUASAR EMISSION REGIONS

For the purpose of interpreting our results, we adopt the work-
ing hypothesis that the anomalous flux ratios presented in this
paper are the result of microlensing. Microlensing by stars in the
lensing galaxy can account for the observed flux ratio anomalies,
but only if the source is small compared to the Einstein radii of
the microlensing stars. Figure 3 shows dramatic evidence for mic-
rolensing in the X-ray band for at least 7 of the 10 lensing systems
in our study. In general, the optical emission of these same sys-
tems, while still being microlensed, has less extreme flux ratio
anomalies than in the X-ray band by a factor of "2 (see Fig. 4 and
the discussion above). Since the X-rays are expected to be emitted
very near the black hole, the condition for microlensing is easy to
meet—the source should indeed be quite small compared to the
Einstein radius of themicrolensing stars. By contrast, themarkedly
lower degree of microlensing in the optical band implies that the
size of the optical emission region in many of these sources is
roughly comparable to the size of the stellar microlens Einstein
radius.

Many authors have studied the effect of source size on the
microlensing of quasars by intervening galaxies. Typically the
results are presented as plots of microlensing light curves (e.g.,
Wambsganss & Paczyński 1991) rather than rms fluctuations in
the logarithm of the flux.10 There are no analytic techniques for
estimating rms fluctuations, so one must simulate the micro-
lensing process.

Ideally we would run point-source simulations for each of the
40 images in our sample, taking into account the theoretical mag-
nification (which in turn depends on two independent parameters,
a convergence and a shear) and the fraction of baryonic matter.
Each simulationwould produce amagnificationmap, whichmight
then be convolved with sources of different sizes, producing mag-
nification histograms.

Such an effort lies beyond the scope of the present paper, but
we can draw on such simulations that have been carried out. In
particular we use the work of Mortonson et al. (2005), who
studied in detail the effect of source size on minima and saddle
points with magnifications of +6 and#6, respectively, assuming
that the convergence (a dimensionless surface density) is due
entirely to equal-mass stars and taking the convergence to be
equal to the shear, as would be the case for an unperturbed iso-
thermal sphere. The magnifications for our highly magnified

Fig. 3.—Comparison of X-ray (dark blue crosses) and optical (red circles) ratios to lens model ratios for select image pairs for each lensed quasar. The left panel
shows the ratio of the highly magnified saddle point (HS) to the highly magnified minimum (HM), while the middle and right panels show the ratio of each of these,
respectively, to the less magnified minimum (LM). The ratios for the X-ray are based on the observation with the highest signal-to-noise ratio, and those for the optical
are based on the observation closest in time to the chosen X-ray data. The light blue crosses show the variation in the X-ray ratios for quads observed multiple times by
Chandra.

Fig. 4.—The rms of the flux ratio anomalies in the optical vs. X-ray (see Fig. 3
and Table 5 for the flux ratios of individual sources). The black outer bars result
from including all 10 quasars in our sample, the thick blue bars result from ex-
cludingQ2237+0305 and SDSS J0924+0219, and the red bars result whenwe ex-
clude only Q2237+0305.

10 While the rmsmicrolensing fluctuations in flux are formally divergent, rms
fluctuations in the logarithm of the flux are not (e.g., Witt et al. 1995).
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The Anomalies Are Now a Powerful Tool
Quasar Structure: micro-lensing of Fe line strongly constrains inner disk.
❖ Fe line micro-lensing has been observed in 

several systems (e.g., Chartas et al. 2002; Dai et al. 
2003; Ota et al. 2006; Chartas et al. 2007; Chen et 
al. 2012; Chartas et al. 2012; Chartas et al. 2017)

❖ Utilizing such observations requires advanced 
modeling of both strong-field gravity and micro-
lensing features (e.g., Heyrovský & Loeb 1997; 
Popovic et al. 2001, 2003a, 2003b, 2006; Jovanovic 
et al. 2009; Neronov & Vovk 2016; Krawczynski & 
Chartas 2017; Ledvina et al. 2018)

2 Chartas et. al.: Gravitational Lensing Size Scales for Quasars
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Fig. 1 X-ray half-light radii of quasars as determined
from our microlensing analysis versus their black hole
masses.

dius of the X-ray emission region to have an upper limit
of log(r1/2/cm) = 15.33 (95% confidence), a low inclination
angle is preferred statistically, the mean mass of the stars in
the lensing galaxy (<M>) ranges between 0.1 and 0.4 M⊙

and the slope of the size-wavelength relation r1/2 ∝ λξ , is
ξ = 1.0+0.30

−0.56. The majority of the observed continuum X-
ray emission is found to originate within ∼ 30rg, assum-
ing a black hole estimate of MBH = 5.9 × 108 M⊙ based
on the width of the Hβ line (Assef et al. 2011). Based on
this black hole mass estimate the gravitational radius of
HE 1104−1805 is rg = 8.7 × 1013 cm.

In MacLeod et al. 2015 we analyze the light-curves of
z = 1.524 quasar SDSS 0924+0219 using static microlens-
ing magnification patterns. SDSS J0924+0219 has been ob-
served at a variety of wavelengths ranging from the near-
infrared to X-ray. Our microlensing analysis in this system
constrains the soft-X-ray, UV, and optical half-light radii to
be 2.5+10

−2 ×1014 cm, 8+24
−7 × 1014 cm, and ∼ 5+5.

−2.5 × 1015
cm, respectively. Assuming the MgII based black-hole es-
timate of MBH = 2.8 × 108 M⊙ the majority of the soft
X-ray emission of SDSS 0924+0219 originates within ∼
30 rg. The gravitational radius of SDSS 0924+0219 is rg =
4.12 × 1013 cm.

In Dai et al. 2010 and Chartas et al. 2009 we analyze the
light-curves of z = 0.658 quasar RX J1131−1231. We find
the X-ray and optical half-light radii to be 2.3 × 1014 cm
and 1.3 × 1015 cm, respectively. These sizes correspond to
∼ 26rg and ∼ 147rg, respectively.

An important result found in all microlensing studies is
that optical sizes of quasar accretion disks as inferred from
the microlensing analysis are significantly larger than those
predicted by thin-disk theory. Specifically, measurements of
the radius of the accretion disk at 2500Å rest-frame indicate
that the sizes obtained frommicrolensing measurements are
2–3 times larger than the values predicted by thin-disk the-
ory (e.g., Morgan et al. 2010, Mosquera et al. 2013).

In Figure 1 we present the X-ray half-light radii of
quasars from recent microlensing studies of lensed systems
observed as part of our monitoring program (MacLeod et al.
2015, Blackburne et al. 2014, 2015, Mosquera et al. 2013,
Morgan et al. 2008, 2012, Dai et al. 2010, and Chartas et
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Fig. 2 Evolution of the Fe Kα line possibly caused by the
motion of a magnification caustic as it moves away from the
center of the black hole.

al. 2009). Included in Figure 1 are the uncertainties of the
black-hole mass estimates and uncertainties in the size es-
timates. The X-ray sizes of the quasars in our sample are
found to be close to the sizes of their innermost stable circu-
lar orbits. Assuming that most of the X-ray emission in the
band detected originates from the hot X-ray corona, these
results indicate that the corona is very compact and not ex-
tended over a large portion of the accretion disk.

3 Estimating the Inner Most Stable Circular
Orbit Using Microlensing

RX J1131−1231 has been monitored 38 times over a pe-
riod of 10 years with the Chandra X-ray Observatory. As
reported in Chartas el al. 2012, redshifted and blueshifted
Fe Ka lines have been detected in the spectra of the lensed
images.

In Figure 2 we show the evolution of the red and blue
components of the Fe Kα line possibly caused by the mo-
tion of a magnification caustic as it moves away from the
center of the black hole. We interpret the shift of the Fe Kα
line as resulting from general relativistic and special rela-
tivistic Doppler effects. As shown in Figure 3, the two red-
shifted iron lines in the Jan 1, 2007 observation are each
detected at the ≥ 99% confidence and the iron lines in the
Feb 13, 2007 observation are each marginally detected at
the ≥ 90% confidence level (Figure 3).

c⃝ 2016 WILEY-VCH Verlag GmbH&Co. KGaA, Weinheim www.an-journal.org

RX J1131−1231: RISCO ≲ 9 Rg 

Chartas et al. 2012
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ABSTRACT

Strongly lensed systems with peculiar configurations allow us to probe the local properties of the deflecting lens mass while simul-
taneously testing general profile assumptions. The quasar HE0230�2130 is lensed by two galaxies at similar redshifts (�z ⇠ 0.003)
into four observed images. Using modeled quasar positions from fitting the brightness of the quasar images in ground-based imaging
data from the Magellan telescope, we find that lens-mass models where each of these two galaxies is parametrized with a singular
power-law (PL) profile predict five quasar images. One of the predicted images is unobserved despite it being distinctively o↵set from
the lensing galaxies and likely bright enough to be observable. This missing image gives rise to new opportunities to study the mass
distribution of these galaxies. To interpret the quad configuration of the system, we tested 12 di↵erent profile assumptions with the
aim of obtaining lens-mass models that correctly predict only four observed images. We tested the e↵ects of adopting: cored profiles
for the lensing galaxies; external shear; and additional profiles to represent a dark matter clump. We find that half of our model classes
can produce the correct image multiplicity. By comparing the Bayesian evidence of di↵erent model parametrizations, we favor two
model classes: (i) one that incorporates two singular PL profiles for the lensing galaxies and a cored isothermal sphere in the region of
the previously predicted fifth image (rNIS profile), and (ii) one with a bigger lensing galaxy parametrized by a singular PL profile and
the smaller galaxy by a cored PL profile with external shear. We estimated the mass of the rNIS clump for each candidate model of our
final Markov chain Monte Carlo sample, and find that only 2% are in the range of 106

M�  MrNIS  109
M�, which is the predicted

mass range of dark matter subhalos in cold dark matter simulations, or the mass of dark-matter-dominated and low-surface-brightness
galaxies. We therefore favor the models with a cored mass distribution for the lens galaxy close to the predicted fifth image. Our
study further demonstrates that lensed quasar images are sensitive to the dark matter structure in the gravitational lens. We are able to
describe this exotic lensing configuration with relatively simple models, which demonstrates the power of strong lensing for studying
galaxies and lens substructure.

Key words. gravitation – gravitational lensing: strong – methods: data analysis – galaxies: elliptical and lenticular, cD –
quasars: general

1. Introduction

Strong gravitational lensing (SL) describes the relativistic e↵ect
where a massive object along our line of sight distorts the light
of a background source into multiple arcs. These objects are
called lenses and can be single galaxies or even groups and
clusters of galaxies. In the case of lensed quasars, we observe
multiple images that are especially prominent as the quasars are
extremely bright compared to their host galaxies. Because the
light rays interact gravitationally with both baryonic and dark
matter (DM), SL allows us to study the local properties of the
deflector (Kochanek 1991; Rusin & Ma 2000; Cohn et al. 2001;
Suyu et al. 2009; Sonnenfeld et al. 2011; Wagner 2019), as well

as the total mass distribution or the DM fraction (Bolton et al.
2006; Barnabe et al. 2011; Gavazzi et al. 2012; Sonnenfeld et al.
2015).

An important part of these studies is to obtain a mass model
of the deflector by choosing a mass parametrization and optimiz-
ing its parameters to fit the data. For galaxy lenses, the most com-
mon parametrization is that of a power-law (PL) profile. The PL
class of lens models arises for any ensemble of objects that form
a structure via gravity as the dominating interaction (Wagner
2020). SL studies on early-type galaxies (ETGs), such as that of
the Sloan Lens ACS (SLACS) Survey (Bolton et al. 2006), have
provided important insights. One example is the average slope
of the total mass density, which is found to be well described
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of the deflector by choosing a mass parametrization and optimiz-
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class of lens models arises for any ensemble of objects that form
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Fig. 1. Color image of HE0230�2130 created with Magellan imaging
data in the g-, r-, and i-band. Image courtesy of Scott Burles.

location of the previously predicted fifth image. Each model
class is analyzed with and without the presence of external shear.
By quantitatively comparing these di↵erent classes of models,
we can probe possible reasons for the missing fifth image and
place constraints on the lens-mass distributions of HE0230-
2130.

The outline of the paper is as follows: in Sect. 2 we describe
the observations of this lensing system, in particular the imag-
ing data used for the modeling. In Sect. 3, we discuss whether
microlensing, dust extinction, or quasar variability could be
responsible for the missing image. We then describe our mod-
eling methods and assumptions in Sect. 4. The modeling results
are presented and discussed in Sect. 5. In Sect. 6, we summarize
our findings.

Throughout the paper, we adopt a flat ⇤CDM cosmology
with H0 = 70 km s�1 Mpc�1 and ⌦M = 1 � ⌦⇤ = 0.3. Param-
eter estimates are given by the median of the one-dimensional
marginalized posterior probability density functions, and the
quoted uncertainties show the 16th and 84th percentiles (corre-
sponding to a 68% credible interval).

2. Observations of HE0230�2130

This quadruply imaged quasar at redshift zs = 2.162 was discov-
ered by Wisotzki et al. (1999) as part of the Hamburg/ESO sur-
vey (Wisotzki et al. 1996). It is located at (right ascension (RA),
declination (Dec))= (38.13829, �21.29046). In 2005, images of
this system were taken at the Magellan Clay Telescope with
MagIC, which we use here in the modeling. Figure 1 shows a
color image, which is a combination of three 400 s exposures in
the g-, r-, and i-filter of the Magellan data with a pixel size of
0.06900. The seeing was approximately 0.4100, 0.3500, and 0.3500,
respectively.

The brightest lensing galaxy (G1) is located between the
multiple lensed quasar images, while the other, fainter galaxy
(G2) is slightly o↵set to the north of image D. The max-
imum image separation is 2.1500. Faure et al. (2004) found

Fig. 2. Distributions of predicted image magnifications for the observed
image D (red, solid line), the model-predicted image E (blue, solid
line), and the demagnified image E in a worst-case microlensing sce-
nario (blue, dashed line). Even if image E were strongly demagnified
by microlensing, it would still be observable.

a galaxy overdensity about 4000 south-west of the lens and
proposed that G1 and G2 are two members of a physically
related galaxy group. This was later confirmed spectroscop-
ically by Eigenbrod et al. (2006), with measured redshifts of
zG1 = 0.523 ± 0.001 and zG2 = 0.526 ± 0.002. The spectrum
of G1 is a good match to that of an ETG. Anguita et al. (2008)
obtained similar redshifts for G1 and G2, and found the redshift
of a galaxy ⇠1700 northwest of image A to be z = 0.518 ± 0.002.
To understand whether or not G1 and G2 are potentially dynam-
ically associated with each other we determined whether or not
a typical peculiar velocity of cluster galaxies can account for the
observed redshift di↵erence of 0.003 (Harrison 1974). We find
that we need a peculiar velocity of around 1000 km s�1, which is
a typical value for cluster galaxies. Therefore, G1 and G2 seem
to be dynamically associated and dynamical interaction is possi-
ble to some extent.

3. The missing image

In this section, we discuss some physical reasons that could sup-
press the fifth image (subsequently referred to as image E) using
the predictions from a mass model with two singular PL profiles
for the two lens galaxies. Given the predicted proximity of image
E to lensing galaxy G2, we need to assess whether microlensing
or dust extinction can have a significant e↵ect on the flux of the
image and make it unobservable.

3.1. Microlensing

Microlensing is caused by compact objects, such as stars, in
the lens galaxy, which can further magnify or demagnify the
lensed quasar images. Weisenbach et al. (2021) estimated worst-
case microlensing scenarios. Given the median convergence of
 ⇠ 0.8 and assuming a stellar mass fraction at the location of
image E of ⇠0.2,which is realistic for our system, the worst-case
magnitude change for this saddle image is ��� ⇠ 1.5, which cor-
responds to a magnification ratio of roughly 0.25 between the
worst-case demagnified image E and the image E una↵ected by
microlensing; this means that image E is demagnified through
microlensing by a factor of 4 at most.

Figure 2 shows the model-predicted magnifications of image
D (red, solid curve), image E (blue, solid curve), and image E
in the case of a worst-case microlensing demagnification (blue,
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Fig. 3. Modeled image of HE0230�2130. Plotted are the 1� and 2�
contours of the predicted positions of the unobserved image E in the
PL1+PL2 (red), the PL1+cPL2+�ext (green), and the PL1+PL2+rNIS
(blue) model class. These predicted fifth quasar images would be above
the detection threshold, but are not observed in the imaging data.

by parametrizing G1 and G2 with a PL profile and adding exter-
nal shear always produces one additional, unobserved quasar
image about 0.500 west of G2 (see Fig. 3). Our goal is therefore
to find models that can produce the observed number of quasar
images of HE0230�2130. To this end, we set up 12 di↵erent
model parametrizations, each with varying degree of complexity
and physical motivation. G1 and G2 are each described either
by a singular (PL) or cored PL (cPL) profile with or without
external shear. We also consider models with a singular or cored
isothermal, spherical mass clump in the region of the predicted
image E (see Fig. 3). We call these profiles “restricted” SIS/NIS
(i.e., rSIS and rNIS). Table 1 shows an overview and descrip-
tion of the multiple model classes. In all models, we fix the mass
centroids of G1 and G2 to the modeled Sérsic centroid of the
galaxies. While the axis ratio of the PLs of G1 and G2 are free
to vary, we set a Gaussian prior on the position angle based on
the light. The prior on the position of the rSIS and rNIS is Gaus-
sian and centered on a typical position of image E. We choose
a small � = 0.1400 ⇠ 2 pixels because the mass clumps tend
to move away from the region of predicted image E even with
a relatively narrow flat prior. The reason for this is that we do
not penalize models that produce more than four images during
the sampling. A detailed overview of the priors on the mass and
shear parameters in each model is shown in Table 2.

4.3. Sampling and analysis

We sampled the parameter space of each model class with
MCMC chains, where each accepted point in the chain corre-
sponds to one specific model realization. Each chain consists of
10 000 000 accepted points. As it is di�cult to incorporate into
the sampling process the fact that there is not a fifth, observable
image, we use the four modeled image positions as a constraint
for our models and subsequently select those model realizations
that predict the correct number of images. Thus, we do not sam-
ple a distribution of candidate models, but a distribution where
some models might fulfill the criterion of producing four observ-
able images. We account not only for models that directly pro-
duce only four images, but also additional images that are too

faint and are hidden in the noise of the data. To robustly deter-
mine those candidate models in the MCMC chains, we com-
puted the image positions and magnifications for each model
realization using the Delaunay triangulation method1. For this,
the image plane is divided into triangles. The image plane tri-
angles that, when mapped to the source plane, contain the mean
weighted source position are iteratively refined.

If a model produces only four quasar images, or if all addi-
tional images are below the flux limit of our data, we count it
as a candidate model. We estimated the flux limit in the follow-
ing way. Because of surface-brightness conservation, the mini-
mum magnification needed for an image to be observable can be
calculated via |µmin| = |µi|Kmin

Ki

, where µi is the model-predicted
magnification of image i, Ki is the modeled amplitude (flux) of
an observed image i (that can be image A, B, C, or D), and Kmin
is the minimum amplitude for a light source to be above the flux
limit. We conservatively chose image i for which the predicted
magnification limit µmin is the lowest. We then compared this
technical magnification limit with the predicted magnification of
additional images. For predicted images that are very close to
the center of G2 (i.e., the innermost 3 pixels ⇡0.200), we obtain a
separate magnification limit, which is slightly higher due to the
residuals from modeling the light of G2. The priors on the mass
and shear parameters in each model are listed in Table 2.

5. Results and discussion

5.1. Light parameters of lens and source

We obtained astrometric positions of the QSO images from the
lens and quasar light model by fitting the PSF to the observed
quasar image light. Figure 4 shows the results of this light fit-
ting; here we compare the data with our model and present the
normalized residuals in a range from �5� to 5�. The residuals at
the quasar positions are due to the fact that the PSF is constructed
from only one star and that no corrections were performed.

Table 3 presents the modeled lens light parameters from fit-
ting one Sérsic profile to both G1 and G2. Throughout the paper,
we report positions in the coordinate system of CASTLES2,
where we take our modeled position of image A as coordinate
origin.

G1 and G2 show regular isophotes as both can be fit well
with one Sérsic profile each. Given this and the fact that we need
a relative velocity of between G1 and G2 of around 1000 km s�1

(see Sect. 1), strong dynamical interaction between the two lens-
ing galaxies is not likely, although we cannot rule it out.

Table 4 presents our modeled image positions and compares
them with those measured by Gaia (Gaia Collaboration 2018)
and by CASTLES with HST data. In this table, we also report
measured fluxes from our models. As a magnitude zero point is
missing for the Magellan data, we calibrated one using the mag-
nitudes of stars in the field measured in the Legacy Survey DR10
and also calculated their fluxes in the AB magnitude system. The
fluxes from CASTLES are reported in the Vega system.

We find that our modeled image positions agree within 6
mas in the x-direction and 5 mas in the y-direction with Cas-
tles and Gaia. The root-mean-square (rms) o↵set with Gaia is
⇠2 mas in both x- and y-directions. We therefore added 2 mas in
quadrature to the statistical uncertainties from the MCMC chain

1 In particular, we are using the Triangle package in Python:
rufat.be/triangle/.
2 lweb.cfa.harvard.edu/castles (C.S. Kochanek, E.E. Falco, C.
Impey, J. Lehar, B. McLeod, H.-W. Rix).
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❖ Mass models of the two lensing galaxies 
with standard power-law profiles robustly 
predict a fifth image which is not seen in 
deep Magellan or HST imaging.

❖ Twelve different mass models, with 
increasing degrees of complexity, were 
investigated to see which could suppress 
the fifth image. 

❖ All had issues.
❖ Most plausible one was a non-standard, 

cored mass distribution for G2.
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Table 1. Overview of all 12 model classes.

Model name Description

PL1+ PL2 G1&G2: singular PL profiles
PL1+ PL2+ �ext G1&G2: singular PL profiles, external shear
PL1+ cPL2 G1: singular PL profile, G2: cored PL profile
PL1+ cPL2+ �ext G1: singular PL profile, G2: cored PL profile, external shear

cPL1+ cPL2 G1&G2: cored PL profiles
cPL1+ cPL2+ �ext G1&G2: cored PL profiles, external shear
PL1+ PL2+ SIS G1&G2: singular PL profiles, SIS without positional prior
PL1+ PL2+ NIS G1&G2: singular PL profiles, NIS without positional prior
PL1+ PL2+ rSIS G1&G2: singular PL profiles, SIS with positional prior
PL1+ PL2+ rNIS G1&G2: singular PL profiles, NIS with positional prior
PL1+ PL2+ rSIS+ �ext G1&G2: singular PL profiles, SIS with positional prior, external shear
PL1+ PL2+ rNIS+ �ext G1&G2: singular PL profiles, NIS with positional prior, external shear

Notes. The positional prior on the SIS and NIS models has a Gaussian distribution and is centred in the region where additional images were
predicted.

Table 2. Model parameters and their priors.

Component Parameter Description Prior Prior range/value

xG [00] x-centroid Exact Fixed to best-fit light model
yG [00] y-centroid Exact Fixed to best-fit light model

G1/G2 q Axis ratio Flat [0.6, 1]
(PL/cPL) � [�] Position angle Gaussian Centered on best-fit light model, � = 10�

✓E [00] Einstein radius Flat [0.100, 1.200]
rc [00] Core radius (cPL) Flat [000, 0.400]
� Power-law index Gaussian Center: 2.08, � = 0.04
xsat [00] x-centroid Gaussian Center: 0.7300, � = 0.1400

Satellite ysat [00] y-centroid Gaussian Center: 2.1700, � = 0.1400
(rSIS/rNIS) ✓E,sat [00] Einstein radius Flat [0.000100, 100]

rc,sat [00] Core radius (rNIS) Flat [000, 100]
External �ext Strength Flat [0, 0.4]
Shear �ext [�] Position angle Flat [0�, 180�]

Notes. The mass centroids of G1 and G2 are fixed to the light centroids of G1 and G2 from the best-fit light model, while the position angle of
the mass has a Gaussian prior centered on the best-fit light model. The prior on the PL slope follows the SLACS lens sample (Auger et al. 2010;
Shajib et al. 2021).

Fig. 4. Observed and modeled surface-brightness distribution of HE0230�2130 and normalized residuals in a range of �5� to 5�.

to obtain the total uncertainty in the astrometry of the quasars.
Given this good agreement, we did not conduct corrections to the
PSF to reduce the residuals at the quasar images seen in Fig. 4.
We exclude only image D in this comparison, which shows a
greater o↵set to the position for Castles because it is the faintest
image and is partially blended with the light of G2.

5.2. Candidate models

We present the final mass and shear parameters of all model
classes in Table A.1. We list the distributions of parameters for
both the full chain and the candidate model realizations. Table 5
shows an overview of our results. The modeled position of image
A is set as the origin of the coordinate system.
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ABSTRACT

Strongly lensed systems with peculiar configurations allow us to probe the local properties of the deflecting lens mass while simul-
taneously testing general profile assumptions. The quasar HE0230�2130 is lensed by two galaxies at similar redshifts (�z ⇠ 0.003)
into four observed images. Using modeled quasar positions from fitting the brightness of the quasar images in ground-based imaging
data from the Magellan telescope, we find that lens-mass models where each of these two galaxies is parametrized with a singular
power-law (PL) profile predict five quasar images. One of the predicted images is unobserved despite it being distinctively o↵set from
the lensing galaxies and likely bright enough to be observable. This missing image gives rise to new opportunities to study the mass
distribution of these galaxies. To interpret the quad configuration of the system, we tested 12 di↵erent profile assumptions with the
aim of obtaining lens-mass models that correctly predict only four observed images. We tested the e↵ects of adopting: cored profiles
for the lensing galaxies; external shear; and additional profiles to represent a dark matter clump. We find that half of our model classes
can produce the correct image multiplicity. By comparing the Bayesian evidence of di↵erent model parametrizations, we favor two
model classes: (i) one that incorporates two singular PL profiles for the lensing galaxies and a cored isothermal sphere in the region of
the previously predicted fifth image (rNIS profile), and (ii) one with a bigger lensing galaxy parametrized by a singular PL profile and
the smaller galaxy by a cored PL profile with external shear. We estimated the mass of the rNIS clump for each candidate model of our
final Markov chain Monte Carlo sample, and find that only 2% are in the range of 106

M�  MrNIS  109
M�, which is the predicted

mass range of dark matter subhalos in cold dark matter simulations, or the mass of dark-matter-dominated and low-surface-brightness
galaxies. We therefore favor the models with a cored mass distribution for the lens galaxy close to the predicted fifth image. Our
study further demonstrates that lensed quasar images are sensitive to the dark matter structure in the gravitational lens. We are able to
describe this exotic lensing configuration with relatively simple models, which demonstrates the power of strong lensing for studying
galaxies and lens substructure.

Key words. gravitation – gravitational lensing: strong – methods: data analysis – galaxies: elliptical and lenticular, cD –
quasars: general

1. Introduction

Strong gravitational lensing (SL) describes the relativistic e↵ect
where a massive object along our line of sight distorts the light
of a background source into multiple arcs. These objects are
called lenses and can be single galaxies or even groups and
clusters of galaxies. In the case of lensed quasars, we observe
multiple images that are especially prominent as the quasars are
extremely bright compared to their host galaxies. Because the
light rays interact gravitationally with both baryonic and dark
matter (DM), SL allows us to study the local properties of the
deflector (Kochanek 1991; Rusin & Ma 2000; Cohn et al. 2001;
Suyu et al. 2009; Sonnenfeld et al. 2011; Wagner 2019), as well

as the total mass distribution or the DM fraction (Bolton et al.
2006; Barnabe et al. 2011; Gavazzi et al. 2012; Sonnenfeld et al.
2015).

An important part of these studies is to obtain a mass model
of the deflector by choosing a mass parametrization and optimiz-
ing its parameters to fit the data. For galaxy lenses, the most com-
mon parametrization is that of a power-law (PL) profile. The PL
class of lens models arises for any ensemble of objects that form
a structure via gravity as the dominating interaction (Wagner
2020). SL studies on early-type galaxies (ETGs), such as that of
the Sloan Lens ACS (SLACS) Survey (Bolton et al. 2006), have
provided important insights. One example is the average slope
of the total mass density, which is found to be well described
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where a massive object along our line of sight distorts the light
of a background source into multiple arcs. These objects are
called lenses and can be single galaxies or even groups and
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multiple images that are especially prominent as the quasars are
extremely bright compared to their host galaxies. Because the
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matter (DM), SL allows us to study the local properties of the
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as the total mass distribution or the DM fraction (Bolton et al.
2006; Barnabe et al. 2011; Gavazzi et al. 2012; Sonnenfeld et al.
2015).

An important part of these studies is to obtain a mass model
of the deflector by choosing a mass parametrization and optimiz-
ing its parameters to fit the data. For galaxy lenses, the most com-
mon parametrization is that of a power-law (PL) profile. The PL
class of lens models arises for any ensemble of objects that form
a structure via gravity as the dominating interaction (Wagner
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Fig. 1. Color image of HE0230�2130 created with Magellan imaging
data in the g-, r-, and i-band. Image courtesy of Scott Burles.

location of the previously predicted fifth image. Each model
class is analyzed with and without the presence of external shear.
By quantitatively comparing these di↵erent classes of models,
we can probe possible reasons for the missing fifth image and
place constraints on the lens-mass distributions of HE0230-
2130.

The outline of the paper is as follows: in Sect. 2 we describe
the observations of this lensing system, in particular the imag-
ing data used for the modeling. In Sect. 3, we discuss whether
microlensing, dust extinction, or quasar variability could be
responsible for the missing image. We then describe our mod-
eling methods and assumptions in Sect. 4. The modeling results
are presented and discussed in Sect. 5. In Sect. 6, we summarize
our findings.

Throughout the paper, we adopt a flat ⇤CDM cosmology
with H0 = 70 km s�1 Mpc�1 and ⌦M = 1 � ⌦⇤ = 0.3. Param-
eter estimates are given by the median of the one-dimensional
marginalized posterior probability density functions, and the
quoted uncertainties show the 16th and 84th percentiles (corre-
sponding to a 68% credible interval).

2. Observations of HE0230�2130

This quadruply imaged quasar at redshift zs = 2.162 was discov-
ered by Wisotzki et al. (1999) as part of the Hamburg/ESO sur-
vey (Wisotzki et al. 1996). It is located at (right ascension (RA),
declination (Dec))= (38.13829, �21.29046). In 2005, images of
this system were taken at the Magellan Clay Telescope with
MagIC, which we use here in the modeling. Figure 1 shows a
color image, which is a combination of three 400 s exposures in
the g-, r-, and i-filter of the Magellan data with a pixel size of
0.06900. The seeing was approximately 0.4100, 0.3500, and 0.3500,
respectively.

The brightest lensing galaxy (G1) is located between the
multiple lensed quasar images, while the other, fainter galaxy
(G2) is slightly o↵set to the north of image D. The max-
imum image separation is 2.1500. Faure et al. (2004) found

Fig. 2. Distributions of predicted image magnifications for the observed
image D (red, solid line), the model-predicted image E (blue, solid
line), and the demagnified image E in a worst-case microlensing sce-
nario (blue, dashed line). Even if image E were strongly demagnified
by microlensing, it would still be observable.

a galaxy overdensity about 4000 south-west of the lens and
proposed that G1 and G2 are two members of a physically
related galaxy group. This was later confirmed spectroscop-
ically by Eigenbrod et al. (2006), with measured redshifts of
zG1 = 0.523 ± 0.001 and zG2 = 0.526 ± 0.002. The spectrum
of G1 is a good match to that of an ETG. Anguita et al. (2008)
obtained similar redshifts for G1 and G2, and found the redshift
of a galaxy ⇠1700 northwest of image A to be z = 0.518 ± 0.002.
To understand whether or not G1 and G2 are potentially dynam-
ically associated with each other we determined whether or not
a typical peculiar velocity of cluster galaxies can account for the
observed redshift di↵erence of 0.003 (Harrison 1974). We find
that we need a peculiar velocity of around 1000 km s�1, which is
a typical value for cluster galaxies. Therefore, G1 and G2 seem
to be dynamically associated and dynamical interaction is possi-
ble to some extent.

3. The missing image

In this section, we discuss some physical reasons that could sup-
press the fifth image (subsequently referred to as image E) using
the predictions from a mass model with two singular PL profiles
for the two lens galaxies. Given the predicted proximity of image
E to lensing galaxy G2, we need to assess whether microlensing
or dust extinction can have a significant e↵ect on the flux of the
image and make it unobservable.

3.1. Microlensing

Microlensing is caused by compact objects, such as stars, in
the lens galaxy, which can further magnify or demagnify the
lensed quasar images. Weisenbach et al. (2021) estimated worst-
case microlensing scenarios. Given the median convergence of
 ⇠ 0.8 and assuming a stellar mass fraction at the location of
image E of ⇠0.2,which is realistic for our system, the worst-case
magnitude change for this saddle image is ��� ⇠ 1.5, which cor-
responds to a magnification ratio of roughly 0.25 between the
worst-case demagnified image E and the image E una↵ected by
microlensing; this means that image E is demagnified through
microlensing by a factor of 4 at most.

Figure 2 shows the model-predicted magnifications of image
D (red, solid curve), image E (blue, solid curve), and image E
in the case of a worst-case microlensing demagnification (blue,
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Fig. 3. Modeled image of HE0230�2130. Plotted are the 1� and 2�
contours of the predicted positions of the unobserved image E in the
PL1+PL2 (red), the PL1+cPL2+�ext (green), and the PL1+PL2+rNIS
(blue) model class. These predicted fifth quasar images would be above
the detection threshold, but are not observed in the imaging data.

by parametrizing G1 and G2 with a PL profile and adding exter-
nal shear always produces one additional, unobserved quasar
image about 0.500 west of G2 (see Fig. 3). Our goal is therefore
to find models that can produce the observed number of quasar
images of HE0230�2130. To this end, we set up 12 di↵erent
model parametrizations, each with varying degree of complexity
and physical motivation. G1 and G2 are each described either
by a singular (PL) or cored PL (cPL) profile with or without
external shear. We also consider models with a singular or cored
isothermal, spherical mass clump in the region of the predicted
image E (see Fig. 3). We call these profiles “restricted” SIS/NIS
(i.e., rSIS and rNIS). Table 1 shows an overview and descrip-
tion of the multiple model classes. In all models, we fix the mass
centroids of G1 and G2 to the modeled Sérsic centroid of the
galaxies. While the axis ratio of the PLs of G1 and G2 are free
to vary, we set a Gaussian prior on the position angle based on
the light. The prior on the position of the rSIS and rNIS is Gaus-
sian and centered on a typical position of image E. We choose
a small � = 0.1400 ⇠ 2 pixels because the mass clumps tend
to move away from the region of predicted image E even with
a relatively narrow flat prior. The reason for this is that we do
not penalize models that produce more than four images during
the sampling. A detailed overview of the priors on the mass and
shear parameters in each model is shown in Table 2.

4.3. Sampling and analysis

We sampled the parameter space of each model class with
MCMC chains, where each accepted point in the chain corre-
sponds to one specific model realization. Each chain consists of
10 000 000 accepted points. As it is di�cult to incorporate into
the sampling process the fact that there is not a fifth, observable
image, we use the four modeled image positions as a constraint
for our models and subsequently select those model realizations
that predict the correct number of images. Thus, we do not sam-
ple a distribution of candidate models, but a distribution where
some models might fulfill the criterion of producing four observ-
able images. We account not only for models that directly pro-
duce only four images, but also additional images that are too

faint and are hidden in the noise of the data. To robustly deter-
mine those candidate models in the MCMC chains, we com-
puted the image positions and magnifications for each model
realization using the Delaunay triangulation method1. For this,
the image plane is divided into triangles. The image plane tri-
angles that, when mapped to the source plane, contain the mean
weighted source position are iteratively refined.

If a model produces only four quasar images, or if all addi-
tional images are below the flux limit of our data, we count it
as a candidate model. We estimated the flux limit in the follow-
ing way. Because of surface-brightness conservation, the mini-
mum magnification needed for an image to be observable can be
calculated via |µmin| = |µi|Kmin

Ki

, where µi is the model-predicted
magnification of image i, Ki is the modeled amplitude (flux) of
an observed image i (that can be image A, B, C, or D), and Kmin
is the minimum amplitude for a light source to be above the flux
limit. We conservatively chose image i for which the predicted
magnification limit µmin is the lowest. We then compared this
technical magnification limit with the predicted magnification of
additional images. For predicted images that are very close to
the center of G2 (i.e., the innermost 3 pixels ⇡0.200), we obtain a
separate magnification limit, which is slightly higher due to the
residuals from modeling the light of G2. The priors on the mass
and shear parameters in each model are listed in Table 2.

5. Results and discussion

5.1. Light parameters of lens and source

We obtained astrometric positions of the QSO images from the
lens and quasar light model by fitting the PSF to the observed
quasar image light. Figure 4 shows the results of this light fit-
ting; here we compare the data with our model and present the
normalized residuals in a range from �5� to 5�. The residuals at
the quasar positions are due to the fact that the PSF is constructed
from only one star and that no corrections were performed.

Table 3 presents the modeled lens light parameters from fit-
ting one Sérsic profile to both G1 and G2. Throughout the paper,
we report positions in the coordinate system of CASTLES2,
where we take our modeled position of image A as coordinate
origin.

G1 and G2 show regular isophotes as both can be fit well
with one Sérsic profile each. Given this and the fact that we need
a relative velocity of between G1 and G2 of around 1000 km s�1

(see Sect. 1), strong dynamical interaction between the two lens-
ing galaxies is not likely, although we cannot rule it out.

Table 4 presents our modeled image positions and compares
them with those measured by Gaia (Gaia Collaboration 2018)
and by CASTLES with HST data. In this table, we also report
measured fluxes from our models. As a magnitude zero point is
missing for the Magellan data, we calibrated one using the mag-
nitudes of stars in the field measured in the Legacy Survey DR10
and also calculated their fluxes in the AB magnitude system. The
fluxes from CASTLES are reported in the Vega system.

We find that our modeled image positions agree within 6
mas in the x-direction and 5 mas in the y-direction with Cas-
tles and Gaia. The root-mean-square (rms) o↵set with Gaia is
⇠2 mas in both x- and y-directions. We therefore added 2 mas in
quadrature to the statistical uncertainties from the MCMC chain

1 In particular, we are using the Triangle package in Python:
rufat.be/triangle/.
2 lweb.cfa.harvard.edu/castles (C.S. Kochanek, E.E. Falco, C.
Impey, J. Lehar, B. McLeod, H.-W. Rix).
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❖ Combined Chandra image from eight 
carefully registered and merged 
observations (190 ksec total) clearly shows 
fifth image at expected location from 
standard mass modeling.

0.217 0.224 0.238 0.266 0.321 0.433 0.654 1.09 1.98 3.74 7.24

A

B

C
D

G1

G2

E should 
be here

A

B

C
D E 

is there!

DP, Schechter, et al., in prep.



Chandra’s unique and powerful capabilities have 
resolved several important long-standing problems.

Chandra made X-ray observations a necessary part 
of “mainstream” astronomy.

A Revolution


