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ABSTRACT

The first release of the Chandra Source Catalog (CSC) centddB,000 X-ray sources in a total area of
0.75% of the entire sky, using data fron8,900 separate ACIS observations of a multitude of diffetgmes
of X-ray sources. In order to maximize the scientific bendfgwch a large, heterogeneous data-set, careful
characterization of the statistical properties of thelogta.e., completeness, sensitivity, false source ratd, a
accuracy of source properties, is required. Charact@izafforts of other, large Chandra catalogs, such as
the ChaMP Point Source Catalog (Kim et al. 2007) or the 2 Mernd Deep Field Surveys (Alexander et
al. 2003), while informative, cannot serve this purpose¢aithe CSC analysis procedures are significantly
different and the range of allowable data is much less otistei We describe here the characterization process
for the CSC. This process includes both a comparison of r8él @sults with those of other, deeper Chandra
catalogs of the same targets and extensive simulationgokidky and point source populations.

Subject headings{-rays: general — catalogs

1. INTRODUCTION The Chandra Source Catalog follows in the long tradition

The Chandra X-ray Observatory (CXO: Weisskopf ét al of using X-ray satellite observations to create surveysesf d
2002) has observed an extremely diverse range of x_réytected sources, encompassing both those sources that were

emitting astrophysical sources, ranging from spatially ex the targets of the original observing proposals and sependi
tended diffuse sources such as X-ray clusters to brightpoin [tously discovered sources. Such past and present surveys
like sources such as Galactic black hole binaries. Eveninclude the Einstein survey (over 800 sources; Gioia et al.
within the category of X-ray point sources, Chandra has 1990), the ROSAT surveys Of( (brlght and faint sources (
observed the widest range of source X-ray fluxes of any 20,000 sources; Voges etial. 1999, 2000) and its counterpart
: B o ; ; WGACAT (= 45,000 sources; White, Giommi & Angelini
previously flown X-ray satellite — spanning literally more ) A = 2
than 10 orders of magnitude from the10*8ergs cm? s* 1994), t[he ASCA Medium Sensitivity Surveys(1,200
flux limits of the Chandra deep field5 (Brandt et/al. 2001; Sourcze;MLli/(lada_?g ‘ﬂ' 222?%)08‘%(1 tthet.rece?tXMBM;gliwtgn sur-
Giacconi et al. 2002; Alexander et al. 2003; Luo et al. 2008) vey ( o W = 2 etections from s, obser-
to the ~ 107ergs cn?s® of Sco X-1. These observa- vations; Watson et al. 2009). What makes the CSC unique

tions have occurred in a variety of instrumental arrange- among these surveysis the unsurpassed (in the X-ray) bpatia

ments, determined by whether or not either of the two grat- resolution of Chandra, which s 0.5” for on-axis sources. It

; : : : ol . " is anticipated that over a 20 year lifetime, Chandra will-con
ings configurations (the High Energy Transmission Grating, ; : i
HETG, [Canizares et Al. 2005, and the Low Energy Trans. duct over 20,000 separate ACIS and HRC observations which

mission Grating, LETG, Brinkman etlal. 2000) was inserted will yield over 250,000 significantly detected X-ray sousce
into the optical path, and by which set of detectors (the These sources already include a diverse set of objects span-

Advanced CCD Imaging Spectrometer, ACIS-S and ACIS-| ning local sources within our own solar system to distarg-clu
CCDs,[Garmire et al. 2003, or the Higﬁ Resolution Camere{ ters of galaxies. The ultimate goal of the CSC is to represent

HRC-S and HRC-I._Murray et al. 2000) were placed in the the full diversity of Chandra observed sources, and to delu

A both point-like and extended sources.
focal plane. Although nearly all possible instrument/d&ie - s
configurations have been used at some point over the mission 'Il;h_e initial rcleleasg (Oé the Char;dg%lsé)urge g:_atalog I:]rlnltg, It-
lifetime, the majority of Chandra observations have been co self in several ways (Evans ef al. 0). As discussed above,
ducted with the ACIS CCDs inserted into the focal plane and itonly considers ACIS observations withoutany inserteatgr
without the use of any gratings. For this reason, the first re-Ngs. (A subset of no-gratings HRC observations was in-

ek 3 luded as of release v1.1. Sources detected from the zeroth-
l:eoiss?s?;tggl g;‘%?gﬁﬁ%%?;\?a%tg:%g (0SC; Bvanslet al. 2010 rder images of gratings observations eventually will be in

cluded.) Furthermore, source detections are derived fiom s
gle observations, as opposed to merged observations fem th

fap@head.cfa.harvard.edu same field. The Chandra Source Catalog does define “Master

o dgsé“',t;‘zo(;‘z'gSAs”OphyS'ca' Observatory, 60 Garden St€2tm-  ggyrces” as distinct X-ray sources, which may be observed in
2MIT Kavli Institute for Astrophysics and Space Research,Mds- mqre than one obsg_rvauon. However, MaSter Source pl’Op-

sachusetts Avenue, Cambridge, MA 02139 erties such as position and flux are derived from appropri-
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FiG. 1.— Distribution of CSC sources on the sky, in galactic dauates.

tially coincident sources separately detected in indialabo-
servations. Other Master Source properties, such as inter-

observation variability, are derived by collating and camp M J‘ H J

ing properties from contributing sources detected in iitdiv ' p Top A
ual observations. Future releases of the CSC will include

properties derived from data combined prior to source detec o o T o )
tion. The initial release of the CSC also limits sources to ¢ 2.~ Distribution of lvetimes for individual observatienincluced in
(physical and/or instrumental) source exteat80’. These ’ ’

restrictions of the initially released CSC can be compaoed t

those found in a number of other released catalogs coverind?y Evans etal.(2010). In this work, we describe in more de-
Chandra observations. ail the procedures used to characterize the capabilititsb

Numerous such Chandra catalogs already exist. Promi-analysis system, and the results of this characterizafioe.
nent among these are those that deal specifically with aStatistical characterization of the catalog source priigeers
well-defined set of fields of view. Examples of such accomplished primarily through the use of simulated dasase
targeted catalogs include the Chandra Deep Fields North! N€S€ simulations include both empty fields (blank-sky) and
(Brandt et al| 2001; Alexander etal. 2003, now containing Simulated sources. For the most part, these simulatedalatas
over 500 sources) and South (Giacconi ét al. 2002; Lud et al.2r€ Processed by the catalog pipelines in the exact same fash

2008, with nearly 600 sources when including the flanking i

Livetime (ksec)

ion as real datasets. We present here a summary of those re-

fields), and the Chandra Ultra-deep Orion Project (COUP; SUlts- .
Getman et all 2005, with over 1,600 sources). Although Ve begin with a summary of the overall properties of the

these catalogs currently consider source detections and pr  SOUrce catalog. (See also Evans etal. 2010 for further de-
erties from merged observations, they are far more restrict SCiPtions.) We then describe the sky coverage of the first
in terms of fields of view than the Chandra Source Cat- '€léase catalog and discuss how limiting sensitivitiegiwit
alog. More general catalogs include the Chandra Multi- these fields of view are determined. In Secfibn 4 we describe
wavelength Project (ChaMP Kim etal. 2004a,b, with nearly the algorithms used to create and assess our simulations. Re
1,000 sources); however, it too does not cover the full scopeSUlts Of these simulations are then presented in Seiclion 5 fo
of fields of view as is covered by the CSC. Furthermore, theses.ourcf?. detection, ;nqludm%thg fallse source rate and mge
existing catalogs are all driven by the specific scientifialgo ~ tion efficiency. Relative and absolute astrometry are dised

of the projects that produced them. They do not share com" Sectior[6. Photometry and source colors (hardness yatios
monly defined source properties or analysis procedures. ~ are discussed in Sectiohb 7 dd 8, respectively. Results of

The Chandra Source Catalog differs from these catalogs inspectral fits for bright sources are described in Se€tiors9. E

several important respects. All data for all observatiohs o imates of source extents, and errors on these extentsiere p
a given Cf?andra detgctor are processed in a uniform manSented in Section 10. Sectibn11 deals with intra-obsemati

ner with a uniformly defined set of source properties. The Variability within the catalog. We end with a summary of
CSC also aims to be the most inclusive of any Chandra cataiN€ current characterization efforts, and a discussioriafsp
log. With few exceptions, all data from all active ACIS CCDs for characterization efforts for future releases of the ithia
were searched for sources ($ee Evansétal.] 2010, for a deSource Catalog.
scription of the criteria by which whole observations, afiin
vidual CCD detectors within an observation, were excluded) 2. OVERALL PROPERTIES
The intended audience for the CSC is not limited to X-ray The first release of the Chandra Source Catalog contains
astronomers nor to any particular sub-field of study within 135,914 individual source entries from 3,912 separate ACIS
astronomy; it is intended as a general resource for all as-observations available in the Chandra Public Archive as of t
tronomers working at any wavelength. Dec. 31, 2008. Because many Chandra targets were observed
The Chandra Source Catalog is the product of a seriesmore than once, these individual source entries corresygond
of complex data processing pipelines. In order to take 94,676 unique “master sources”. These include both target
full advantage of the CSC products, users must understanagnd serendipitous sources. The distribution of sourceb®n t
the capabilities of both the Chandra observatory and thesky, in galactic coordinates, is shown in Hig. 1. Individab}
CSC analysis system. The CXO telescope and detectorservation exposure times ranged fren0.5-175 ksec, with
have been documented extensively in numerous publications median of~ 14 ksec. The observation epochs range from
(Weisskopf et al. 2002; Garmire et al. 2003; Canizareslet al.Feb. 3, 2000 (Chandra MJD 51,577.5) to Dec. 31, 2008 (MJD
2005; Murray et al. 2000;_Brinkman etlal. 2000). The CSC 54,831.2), with a median of Jul. 1 2004 (MJD 53,187.3).
analysis system and first release products have been degcrib  As can be seen in Fifj] 2, the exposure time distribution ex-
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hibits strong peaks at multiples of 5 ksec., reflecting thdi-n
nation of ChandraGuest Observers to round required expo-
sure times to these values when requesting observatiorss. Th
may seem a trivial point, but it emphasizes an overwhelming
dependence of the CSC on a heterogeneous mix of observa-
tions with different scientific objectives and requirengent

CSC fluxes range from below 108erg cm? sec? to
~ 10%erg cm? sec'. Most CSC sources have fluxes, as
shown in Fig[8, of~ 1071°-10"%%rg cm? sec? (b band,
or 0.5-7.0 keV). We note that theband number-flux distri-
bution is much flatter that that observed in the other bands.
Since photoelectric absorption is severe in thband, it is
tempting to attribute the flatter distribution to a popudati
of relatively near-by sources. However, we caution against
assigning any real astrophysical meaning to the distobsti
in Fig.[3 because they represent a hetergeneous mixture of
sources of all types included in the CSC. The figure is in-
tended merely to ilustrate the range of fluxes in the cata-
log. Minimum net source counts range frepl 0 for on-axis
sources tov 15— 30 for sources with off-axis angle~ 10,
depending on exposure.

CSC background rates are in general comparable to those
reported in the Chandra Proposers’ Observatory Guide, and
reflect the overall changes in background rate during tee lif
time of the mission. This is illustrated in Figl 4, in which
we display histograms of background rates for chips 0—-3 and
5-8, using observations taken before (black) and aftel) (red
the median epoch. The background rates were determined by
summing allb band events in each chip, subtractingpand
net counts for CSC sources which fell on the chip, and divid-
ing by the chip livetime. Nominal rates from v. 7 (black) and
v. 11 (red) of the Observatory Guides are also shown.

3. LIMITING SENSITIVITY AND SKY COVERAGE

A limiting sensitivity map is computed for each Observa-
tion Id (OBSID) that contributes to the Chandra Source Cat-
alog, in each of the 5 science energy bands. The maps are
derived from the CSC model background maps for the OB-
SID. Statistical noise appropriate to the observation is in
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FIG. 4.— Distribution of field background rates for commonly digeCIS

imaging chips. Black (left) histograms refer to observadionade prior to the
median CSC epoch of July 1, 2004, and red (right) histograrbservations
made after that date. Black and red vertical lines indicatainal rates from
v. 7 and v. 11 of the Chandra Proposers’ Observatory Guidspgectively.

troduced by randomly sampling from Poisson distributions
whose means are equal to the model background values in
each map pixel.
minimum point source photon flux needed to yield a flux sig-
nificance greater than or equal to the catalog inclusiort limi
(30) at that location, when background is obtained from a re-
gion in the randomized background map appropriate to back-
’ H ground apertures at that pixel location. The algorithm is de
N0 scribed in detail in Evans etlal. (2010). An example serigjtiv

Each sensitivity map pixel represents the

1e-18 1e-17 1o-16 1ei15 1ei14 1ei13 1ei12 1e-11 1e-10 map is shown in Fid]5_
Flux in Band (ergs — om™— s ) Because the limiting sensitivity maps are derived from
FiG. 3.— Distribution of CSC fluxes in the broad (black), hardugl model background maps, and not directly from the event data

medium (green), soft (red), and ultrasoft (magenta) baviaisjned from the used to compute individual photon fluxes, it is important to

catalog master source talflé ux_aper columns.

demonstrate that they are consistent with the fluxes of ssurc
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FiG. 5.—b Band limiting sensitivity map for OBSID 635. Each pixel valtepresents the minimum point source photon flux needeel giflux significance
at the catalog inclusion limit, at that pixel location. Colmr units are photons-cifrs™.

included in the Chandra Source Catalog. We compare thethan the source chip were used, leading to errors- &6
photon fluxes of sources reported in individual OBSIDs in the or more in photon fluxes. Properties for these sources have
CSC to the values of those OBSIDs’ sensitivity maps at the been revised in Release 1.1 of the catalog. Two of the twenty-
corresponding source locations. Photon fluxes for detectedone are inconsistent with the sensitivity limit when 68%fton
sources should all be greater than or equal to the corresponddence bounds on flux are considered, but are consistent at the
ing limiting sensitivity values. The results for all bandga 90% level. For the remaining two sources, labeled by OBSID
shown in Fig[6. To simplify our procedure for matching in Fig.[d, we find anomalous chip configurations. For OBSID
source fluxes to limiting sensitivity, we have limited ounsa 350, the target chip (chip 7) contained significant extended
ple of OBSIDs to those which included only a single Observa- emission and was dropped from analysis; the source in ques-
tion Interval (OBI). We find 120,230 sources whitband flux tion was located at the interface of chips 6 and 7. For OBSID
significances> 3.0 in our sample, of which 464~(0.4%) 808, a subarray was used and the entire chip active area con-
have photon fluxes less than the expected limiting sertgitivi tained extended emission. In such cases, the background map
value. The corresponding numbers for the, m, andh bands algorithm fails and hence limiting sensitivity results axes-
are 112/4,552+ 2.5%), 538/50,052+ 1.1%), 595/57,480 pect. Similar results apply to the small percentages oédail
(~ 1%), and 252/49,3604 0.5%), respectively. sources in the other bands. We conclude that apart from these
Although these percentages are small, it is worth examiningexceptional cases, the limiting sensitivities cited indhtalog
the sources contributing to them in more detail. In Elg. 7, we are consistent with the actual distribution of measured®ou
show the 464 sources whobdand flux is less than the cor-  fluxes.
responding sensitivity. Of these, all but 21 are consistéifit Finally, we examine the behavior of limiting sensitivities
the threshold (dashed line) at which fluxes and sensitivitie with off-axis angled. In Fig.[8 we reproduce the top panel
are equal, when flux errors are taken into account. Seven{b band) of Fig[6, but now displaying different rangestof
teen of these twenty-one are members of a set of CSC sourceseparately. We find that fd@t < 10/, the distribution of pho-
for which incorrect exposure times were used in calculating ton fluxes is consistent with thHux = sensitivitythreshold.
fluxes. The entire set includes 93 of the 464 sources in Fig.However, ford > 10, the flux distribution does not extend
[7, shownin red, and 2,200 sources in- 160 OBSIDs inthe  down to the threshold (Fidll 8, right panel). The differences
entire CSC. For these sources, exposure times for chips otheamount to~ 10%, as indicated by the dashed red line at
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FIG. 7.— b band photon fluxes and sensitivities for sources for whieh th
photon flux is less than the corresponding limiting senigjitivThe dashed
line represents the threshold at which fluxes and sen&8vire equal. One-

107 1208 1e-05 oo sigma error bars are indicated for the faintest source, amdyaical of the
Limiting Sensitivity {photons—em —s ' errors for all the sources. Red (halftone in paper editidigdficircles denote
those sources whose fluxes are in error due to a bug in congpsdinrce
exposure (see the discussion in Sedfibn 3). Labeled sowsresobserved in
OBSIDs with anomalous chip configurations (see text).

F1G. 6.— Comparison of photon fluxes and limiting sensitivitinseach “ d” ob i that id f f
band for sources with flux significances3.0 in that band. Fluxes for re- seed” observauons that span a wide range or exposures, for

ported sources should all fall on or above the dashed lioesylich flux and both ACIS-I and ACIS-S aimpoints. The set of seed observa-
sensitivity are equal. tions is shown in Tablg]1. We then replace the actual event
lists with simulated lists that share the same metadatdy suc

flux=1.1 x sensitivity and may be interpreted as either an as exposure, attitude, and detector configuration. These si

overestimate of fluxes or underestimate of sensitivitieghisy ulated event lists are then processed through the CSC source

amount. Since there is some evidence from simulations for adetection and properties pipelines.

slight overestimate of fluxes in this range thfwe consider We felt it necessary to adopt this “cuckoo’s egg” approach

the former possibility to be the most likely case here. because of the complexity of the CSC software pipelines,
The sky coverage represents the total area in the CSC senin which multiple inputs to multiple programs could affect

sitive to point sources greater than a given flux, as a func-source detection or properties. We therefore treat theeenti

tion of flux. We estimate sky coverage by assigning all non- source detection and properties pipeline as a “black box” ex

zero limiting sensitivity map values to all-sky pixels, ngi perimental apparatus, to be calibrated by studying itsoesp

the HEALPIx projection|(Gorski et al. 2005), keeping only to various artificial inputs. The exception to this approach

the most sensitive (i.e., lowest) value in each all-sky pike is the characterization of source variability. In this gaise

reduce computational load and size of the projections the. is simpler to simulate the variability analysis outside loé t

number of HEALPix pixels), we rebinned the sensitivity maps pipeline (see below).

to block 64 (~ 315" x ~ 31.5"), used~ 25.8” HEALPIx pix-

els, and assigned rebinned sensitivity map pixels to theesea 4.1. Empty Field Simulations

HEALPix pixel, ignoring spillover. The resulting sky cover To simulate event lists containing background only, wet star
age function fgr the all bands is shown in Hig. 9. Tdtaland with the ACIS blank-sky data in the Chandra calibration data
sky coverage is- 320 deg’. base. For each seed event list, we determine the appropriate
blank-sky data sets for the active chips, using @aO tool
4. SIMULATION ALGORITHMS aci s_bkgrnd_I ookup. The Chandra blank-sky datasets
We use simulations of empty fields to estimate the numberwere adequate for all chips except chip 4 (S0), chip 8 (S4),
of false source detections in the catalog as a function afexp and chip 9 (S5). For chip 8 we were unable to match the
sure, chip location, and detector configuration. We thegcinj  horizontal streaks in CSC data due to the different destreak
simulated sources into these empty fields to investigateesou  ing processing applied to the blank-sky datasets and the CSC
properties such as position, flux, and extent. event lists. For this chip, we constructed our own blank-sky
In all cases except for variability studies, we start with ac dataset from CSC event lists of several long exposures that
tual observations that have been processed through the Charcontained no bright sources in chip 8. Chip 4 and chip 9 have
dra Source Catalog calibration pipeline. We selected fouronly one blank sky dataset at a focal plane temperature 6f-11
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10.— Images of seed event list (left) and correspondingtefigld simulated event list (right) for 118 ksec ACIS-S ebsation 4613.
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from the seed observation. The final chip event lists are

SIMULATIONTéEBELDEolBSERVATIONS re-assembled into a single event list with tG#AO tool
dmrer ge. An example of a simulated event list for seed OB-
OBSID Aimpoint Exposure (ksec) Chip Configuration SID 4613 is shown in Fid. 10. Approximately 50 empty-field
simulations were generated for each seed OBSID.
379 ACIS-| 9 0,1,2,3,6,7
1934  ACIS-| 29 0,1,2,3,6,7 ) ) )
4497  ACISH 68 0,1,2,3,6,7 4.2. Point-Source Simulations
927 ACIS-| 125 0,1,2,3,6,7 . : .
5337  ACIS-S 10 235678 Simulated point sources were generated USingRX-4.3.
4404  ACIS-S 30 2,3,5,6,7,8 A user-defined source model was input MARX to gen-
7078 ACIS-S 51 2,3,56,7,8 erate X-ray photons incident from a spatially uniform ran-
4613 ACIS-S 118 2356,7.8 dom distribution of point sources, all having the same spec-
: : : : _ tral shape of either a power-law (photon indéx 1.7) or a
Seed observations for empty-field and point source sinurati blackbody kT = 3.0keV), and with an absorbing column of
Outputs from the CSC Calibration Pipeline for these obgiema - 0D !
were used in the simulation tests, with the event list reggaay Ny =3 x 107 Cm - .
simulated event lists that matched the metadata of the desi-o More specifically, input source positions were generated
vations. by sampling from uniform random distributions of rotations

about orthogonal axes aligned with directions of incregsin

C. Given that they are very far off axis, and are not typically Right Ascension and Declination, and offset from the obser-
used in ACIS-Smagingobservations, we have not included Vation aimpoint. These angular offsets were then converted
blank sky simulations for these chips. We expect that theirtohunlt vectorls in this coo(;dmat(_e ﬁystem for mputl\éARX. i

characterization should be similar to other front-illuaied | N€Yy were also converted to Right Ascension and Declina-
chips at large off-axis angles. tion using the coordinates of the aimpoint. The mean spa-

We estimate the expected number of background events fofi& densm_/zof randomly generated source positions wasabo
each chip from the chip nominal field background rate and ob- 1-2arcmin“. This source density was a compromise aimed
servation on-time, and compute the ratio of this quantitneo ~ at limiting source confusion and reducing the total numifer o
number of events in the corresponding blank-sky dataset. Fo Simulations required to derive useful statistics on thequer
each chip column, we then determine the number of events bynance of the software pipeline. A different random sequence
randomly sampling from a Poisson distribution whose mean isWas used to generate each simulated source population.
the number of events in that column in the blank-sky dataset, The source photon fluxes were drawn from a powerlaw
scaled by the event ratio. Row positions for these events aredistribution in which the number of source(f)df with
determined by randomly sampling from a normalized cumu- Photon flux betweerf and f +df is N(f)d f o (f/fo)™*df
lative distribution derived from the row positions of eveit ~ With a = 1.5. For a simulation based on an OBSID

We simulate numbers of events and their positions in this was fo = (0.003/A)(10°/t)*/? photons §' cm™?, whereA =
fashion in order to preserve the column-to-column varigtio  2,269.55 cni? is the geometric area of the mirrors.
due to detector defects such as bad columns, and variations The effect of photon pileup (i.e., when two or more photons
in quantum efficiency. The simpler technique of setting pixe are recorded in a single CCD pixel in a single readout frame,
values in simulated images to random samples from Poissorand are either misinterpreted as a single event or discasled
distributions whose means are the corresponding pixebgalu a “bad” event) was included by post-processing each simula-
in the seed blank-sky images cannot be used because at th@n with mar xpi | eup. The effect of observation-specific
desired resolution the seed images contain zero-valued pixbad pixels was included by post-processing each simulation
els. Since zero is an invalid mean for a Poisson distribytion with aci s_pr ocess_event s; events falling on bad pix-
appropriate random samples cannot be generated for such pixels were flagged appropriately. Because the source and back-
els, and simply setting the corresponding pixel values @ th ground components were created and processed separately
simulated images to zero would introduce unwanted statisti and then combined only in the final step, we did not include
cal correlations in the set of simulated images for each seedhe (negligible) effect of pileup due to coincidence betwee
obsid. source and background photons.

We approximated the nominal field background rates for To simulate an ACIS imaging observation based on a par-
each chip by values cited in the Chandra Proposers’ Observaticular Chandra OBSID, two separdd8RX simulations were
tory Guide, except for the longer ACIS-S observations (OB- usually required, one for the ACIS-I chips and one for the
SIDs 7078 and 4613) which include chip 8. Here, since we ACIS-S chips. Each simulation used the observation-specifi
were using an input blank-sky dataset derived from CSC eventaspect solutiongsol file), detector positiongl M _Z), start
lists, we estimated the field background rates directly from time (TSTART), and exposure timeeEXPOSURE).
source-free regions of the CSC event list for the longest ex- The source events from the twdARX simulations were
posure OBSID 4613. We found the rates to-b&7% of the merged with the simulated background events, discarding al
corresponding values from the Observatory Guide for chips 2 MARX-simulated source events on unused CCDs. After quan-
3,5, 6, and 7, and scaled the POG values by this amount. Weizing the background event arrival times to match the frame
attribute these differences to the more rigorous datasgrge  times of the relevant CCDs, the full set of event arrival ime
in the CSC processing. was sorted in ascending order. A table containing the ceordi

Finally, we distribute event times randomly within the nates of each simulated source and the associated flux in each
good time intervals available for each chip, and re-computespectral band was appended to the merged event file.
the sky coordinates for the chip with th€lAO tool An example of an event list for seed OBSID 4613 with sim-
reproj ect _events, using the actual aspect solution ulated sources inserted is shown in Fig] 11. Approximately
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FiG. 11.— An empty-field event list for ACIS-S observation 461i8wsimulated sources inserted.

20 point-source simulations were generated for each seed OBulations used to create the discrete source simulatiorss (Se
SID, for each input spectrum, witk 500—-600 sources per tion [4.2) essentially yield lightcurves that have the prope
simulation. It should be noted that the distribution of flsixe counting statistics for a steady source (i.e., white noise)
for these simulated sources extends well below the antempa  dithering in a realistic time-dependent manner across #ie d
CSC detection limit; the actual number of detected sourcestector. The final simulations used to assess the CSC pipeline
available for characterization analysis is approximatedif however, are a combination of these time averaged and time-
the total number. dependent components. Although these simulations are suit
able for assessment of source detection, flux, and size algo-
ity Qi ; ; rithms, they are not suitable for detailed assessment of the
43 Variability Sfmulatlc_)n A_Igorlthms source vari)a/\biliw detection algorithms. This is espédgitlie
To assess intra-observation variability, the Chandra@ur near chip edges where the effects of dither are expected to
Catalog employs three variability tests, described betow, pe the most significant. We plan to address these simulation
assess whether event arrival times are consistent withxthe e shortcomings with future updates of the CSC charactecizati
pectations for a steady source. Detected count rate \argati For this initial characterization we perform a series of
for a steady source should be dictated solely by Poissds-stat |ightcurve simulations and variability tests outside oftbthe
tics and the time variable response of the spacecraft detecyprx package and the CSC pipeline. These simulations thus
tors. The latter is driven primarily by the effects of spae#tc  |ack detector details such as the CCD response and the space-
dither. The pointing direction of the Chandra spacecraft is craft dither motion; however, they otherwise have been de-
varied in a Lissajous pattern with typical periods of 1,086 a  sjgned to mimic some properties of real Chandra lightcurves
707 seconds in perpendicular directions when observinly wit The simulations have discrete time bins with 3.24104 sec res
the ACIS detectors. Thus a source chip position can dither be g|ytion (the 41.04 ms ACIS readout deadtime is not included
yond the edges of the CCDs, or over detector locations within the simulations), total lengths ranging from 1-150ksec,
different responses or with different numbers of bad pixels and count rates ranging from 0.0006—0.03 cps (correspgndin

etc. , . ) i to 0.002-0.1 counts per readout frame). The goals of the sim-
The algorithms for creating background simulations de- y|ations were to determine the rate of false positives foepu
scribed in(4.]l reproduce very well thene averagedack-  “white noise” simulations and to determine the sensitivify

ground with the proper counting statistics. TKARX sim-
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FIG. 12.— An example simulated event list using the metadat®®B8ID 4613. A total of 25 simulation runs were performed fustOBSID, yielding 30
source detections that passed CSC inclusion criteria.€eTtheections are shown as black ellipses.

the tests to real variability for “red noise” simulations. estimate” of the time-dependent lightcurve. Time-depehde
The three intra-observation variability tests performed i detector variations can be incorporated into this testphiyt
the CSC pipeline are the Kolmogorov-Smirnov (K-S) test (es- in an approximate way. The algorithm implicity assumes that
sentially as described and implemented by Press et all 2007)there is no correlation between the intrinsic variabilitpe
its variant the Kuiper test (Kuiper 1960; also based upon thescales of the source and the variability time scales of the de
implementation of Press et/al. 2007), and the Gregory-Lmred tector efficiency. Additionally, the Gregory-Loredo algbhm
variability test (Gregory & Loredo 1992). Statistical peyp is testing a more specific hypothesis than the K-S and Kuiper
ties and sensitivity of the first two of these tests are dbedri  tests. The latter tests are assessing the significane@yof
bylStephens (1974). Essentially one is comparing the cumu-deviations from the expectations for a steady source. The
lative fraction of all lightcurve events that occur betweka Gregory-Loredo test is specifically examining the signifima
start of the observation and some given timéo the theoreti-  of uniformly binnedlightcurves. These differences will be
cally expected cumulative fraction also at timé-or a steady  discussed further in Sectignl11.
source, the latter is a curve that rises from 0 to 1 in direct In our simulations, all three of the above tests were imple-
proportion to the detector area-weighted “good time” tret h  mented asS- | ang scripts run viaSIS(Houck & Denicola
elapsed. The K-S and Kuiper tests assess the significance a2000). The scripts for the K-S and Kuiper tests were the
the maximum deviations of the measured cumulative fraction same as those run in the CSC pipeline, whereas the script for
curve compared to the theoretical one. It is straightfodvar the Gregory-Loredo test was an independent version from the
to incorporate time-dependent changes in detector effigien C-code implementation used in the pipeline. Thd ang
into both of these tests. script, however, was extensively tested against the C-ande
The Gregory-Loredo test is a Bayesian algorithm that takesfound to give nearly identical results in all cases.
a given lightcurve and successively divides it into a gneate  Lightcurve simulations were also performed wihl ang
number of uniformly spaced time bins. It then compares the scripts run undetSIS Two types of simulations were per-
Poisson likelihood that these uniformly binned lightcieaee formed: “white noise” and “red noise” simulations. For the
a more probable description than the single bin lightcurve
(Gregory & Loredn 1992). The algorithm also returns a “best  # http://www.jedsoft.org/slang/
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TABLE 2
CSC FALSE SOURCERATES

OBSID ACIS Configuration Exposure (ksec) #Sources (#RunsgalseéFSource Rate

379 ACIS-| 9 0 (50) 0.0

1934 ACIS-| 29 0 (50) 0.0

4497 ACIS-| 68 11 (50) 0.22
927 ACIS-| 125 64 (50) 1.28
5337 ACIS-S 10 1 (50) 0.02
4404 ACIS-S 30 5 (50) 0.12
7078 ACIS-S 51 5 (24) 0.21
4613 ACIS-S 118 30 (25) 1.2

False Source Rates derived from blank-sky simulationsur@nl1: OBSID from which obser-
vation metadata were chosen; column 2: detector configurasictive chips for ACIS-I were
0, 1, 2, 3, 5, 6; those for ACIS-S were 2, 3, 5, 6, 7, 8; columni&eovation livetime; column
4: numbers of source detections and runs; column 5: meam dalsrce rate (sources per field
per run). For the OBSID 4404 simulations, background datatip 8 were unavailable and the
false source rate was renormalized to account for this ngsship.

latter, we followed the Power Density Spectrum (PDS) based

approach outlined by Timmer & Koenig (1995). Essentially, e e
one creates an instance of a lightcurve using the mean PD¢ 1 ~-- hdecnbsaas 1 o = Soumea et 4
profile, where the PDS is normalized such that its integral e
over Fourier frequency is the lightcurve mean square vari-
ability. For each Fourier frequency bin, one draws a Fourier
amplitude that is distributed ag with two degrees of free-
dom times the square root of the PDS amplitude. The Fourier
phase in each bin is independently and uniformly distriute
between 0—2. The Fourier spectrum is then inverted to cre-
ate the lightcurve, and the lightcurve mean is normalized to
a desired level. | (Vaughan & Uttley (2007) refer to simula-
tions of this type as following the “Davies-Harte” methott, a 3 ; |

S (Sources/Field)

01

N> S (Sources/Field)

N>

terDavies & Hartel(1987), and discuss how this method can B
be generalized to include even more complex statisticgd{pro Fiux Signficance S Flux Significance §
erties.) For the case of a red noise lightcurve, the mean PDS

_l . _l .
wasx f™ between IT and fyy = (2At)™, wheref is the FiG. 13.— False source rates as a function of flux significanceOiBr

Fourier frequencyT is the total lightcurve lengthfyy is the SID 927. The maximum flux significance of all science bandséedu Left:
Nyquist frequency defined by the bin size of the lightcurve, Single-chip sources are those whose source regions colyea single chip,

sahili : as indicated by theul ti _chi p_code. Chip 6-7 sources are those whose
At. The root mean square (rms) Va”ablllty was also defined source regions dither across chips 6 and 7. Right: Sourcaseuges are

by the integ I‘_a| between those two freque_ncieS_. those whose source regions dither off a chip edge duringliberaation.
Once the lightcurve was created, any time bins that fell be-

low zero were truncated at zero. (This was required only for
a few bins in each lightcurve for rms variabilities 10%.)
The lightcurve amplitude irachtime bin was then used to
draw a Poisson variable for that time bin, which was used as
the counts for the time bin. Note that the simulation process
for the white noise lightcurves began at this point. Timesbin
with multiple counts were considered to be potentially sabj

to the effects of pileup, following the simple pileup modél o
Davis (2001). For each count in a single time bin in such
cases, we assigned a 0.95 chance that it fell within the aentr
“piled region”, and then drew a random variable (to be com-
pared to the binomial distribution) to determine how many of

;het eve_ntsdwere Wgh'Q.IT'ﬁ_rleglon‘ Once tzatt nulzntlr)]ewa_'ls d ACIS-I and ACIS-S simulation sets, and examined the false
elermined, a probabiliy™ = was assigned 1o a Il_le PI€d  source rate separately near chip edges and interfaceseThe r
region events being read as a single event, withv1 ™ be- 15 for OBSID 927 are shown in Fig.]13 and for OBSID

ing the probability that no counts would be registered fer th N E
piled region. This procedure then yielded the final lightesr Aelgﬁgr:gel(:jl?r}%sznr%gignmsc.mstrate that false source rates are

to which each of the above three variability tests was agplie  \we can verify the conclusions of our simulation studies by

~ 120 ksec, for typical ACIS-I and ACIS-S chip configura-
tions, as discussed in Sectionl4.1. Each simulated evént lis
was then processed using the standard CSC source detection
and properties software, and the resulting source detectio
that would have been included in the catalog were tabulated.
The results are shown in Taklilé 2, and an example simulated
observation is shown in Fig. 112.

As can be seen in Tallé 2, the false source rate is apprecia-
ble only for exposures longer than50 ksec. There is also
some evidence for a clustering of false source detectioas ne
chip edges and between the back- and front-illuminatedschip
To investigate these effects further, we considered thgdsn

5. SOURCE DETECTION examining CSC sources detected in individual observations
51. False S R that are themselves parts of longer-exposure observing pro
1. False Source Rate grams. We use the Chandra Deep Field South (CDFS) Cata-

To estimate false source rates, we conducted a series ofog oflAlexander et al. (2003), which contains 326 sources in
blank-sky simulations at exposures-of10, ~ 30, ~ 60, and a total exposure of 940 ksec, comprising 11 separate ACIS-
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sents the detection efficiency, i.e., the fraction of inutrses
brighter than a given incident flux that are actually detg.cte
Results for théb band detections for the ACIS-I and ACIS-S
simulation sets are shown in Fi§is] 16 andl 17. Efficiencies are
plotted against both input photon flux and net source counts.
The latter are based on a linear regression between netcount
and input flux for detected sources and are only intended to
provide an approximate counts scale for the plots.

These curves are in general similar to those derived for the
ChaMP Point Source Catalog (Kim et al. 2007), but are pre-
sented separately for standard ACIS-I and ACIS-S chip con-
figurations, since the different chips sampled in each cenfig
‘ ; ‘ L ‘ uration may result in different efficiencies for certain gas
s s 4 as s s e84 a5 s of off-axis anglefl. For example, in the range & 0 < 10,

Flux Sigifcance S Flux Sinifcance § ACIS-I observations sample the relatively low-background
front-illuminated chips 0-3, while ACIS-S observationssa

(Sources/Field)
> S (Sources/Field)

N>$S

FiG. 14.— False source rates as a function of flux significance©B8ID ple both the high-background, back-illuminated chip 7 and
4613. The definitions for different subsets are the same Bigif3. the badly-streaked chip 8. As iﬁdicated in FIgs. 16[@nd ¥, th

| observations with similar aimpoints. Since source déect detection efficiencies for the ACIS-S observations areesyst
is performed on the deeper, combined CDFS images, we asatically lower than those for the ACIS-I observations of eom
sume the CDFS catalog is complete at the level of individual parable exposure in this range of off-axis angle.
component observations, and that therefore any CSC sources Finally, we compare the detection efficiencies derived from
detected in individual CDFS observations that do not match Our simulations to those measured from real Chandra obser-
sources in the CDFS catalog are likely to be false sources. Wevations, again using CSC sources detected in OBSID 2405
are implicitly ignoring the possibility of long term variiby, and the CDFS Catalog (Alexander etlal. 2003). The CSC
where a real source is marginally detected in a single obserincludes 72 sources witl band energy fluxes above
vation, but falls below the detection level for the combined 1.3 x 107*°ergs cm? st in ACIS chips 0-3 (those covered by
observations. CDFS) in OBSID 2405. All have counterparts in the CDFS
In Fig. I8 we show CSC sources detected in individual catalog, which includes an additional 228 sources in theesam
CDFS OBSIDs 2406 (30 ksec), 2405 (60 ksec), 1672 (95 field-of-view, with fluxes above- 9 x 107" ergs cm? s
ksec) and 2312 (124 ksec), together with sources in the CDFSn the energy band from 0.5 to 8.0 keV. We use the CDFS
catalog. For OBSIDs 2406, 2405, and 1672, all CSC sourcedluxes in this energy band for both detected and undetected
match CDFS sources, consistent with false source rates ofources, to compute detection efficiency, using the praeedu
< 1 per field shown in Tablgl 2. For OBSID 2312, three CSC described previously. We chose bin boundaries to include 10
sources do not match sources in the CDFS catalog. The meadetected sources in each flux bin. To compare to the efficien-
rate from Tabld R is 1.28 for an ACIS-I observation of this cies from our simulations, we convert the input photon fluxes
length. If we assume a Poisson statistical model for thefals of our simulated sources to CDFS energy fluxes, uSingrpa
source distribution, the probability of finding three or mor (Ereeman, Doe & Siemiginowska 2001; Doe et al. 2007) and
false sources is- 14%. We conclude that the false source our powerlaw and blackbody spectral models. We find con-
rates determined from real Chandra observations are consisversion factors of 3 x 10°° erg photon' for sources with

tent with those derived from our simulations. powerlaw spectra and.B6 x 10°° erg photon' for sources
) o with blackbody spectra. We then computed detection effi-
5.2. Detection Efficiency ciencies for simulated sources within’1df the aimpoint in

We use the point-source simulations described in SectionACIS-1 OBSID 4497, which has an exposure time compara-
42 to estimate detection efficiency as a function of expo- ble to that of OBSID 2405. We do not divide the data into
sure time for observations with ACIS-l and ACIS-S aim- ranges of off-axis angle since CDFS sources typically donta
points. Sources with simulated powerlaw and blackbody contributions from multiple off-axis angles.
spectra were analyzed separately; results were similaofibr Our results are shown in Fig.]18 and indicate general agree-
spectral models. ‘Approximately 214,000 simulated sourcesment. We note that the CDFS sources exhibit a range of spec-
were available for analysis, of which approximately halfeve  tra, and their efficiency is bracketed by those derived from o
detected by the CSC source detection pipeline and passed th&vo spectral models.
quality assurance and flux significance criteria for inausi
in lt:he catar\:oﬁ. 4 OBSID in Talis 1 . 6. ASTROMETRY

or each see in Ta we constructed histograms S i
of inputb band photon fluxes for both detected and undetectedsecr:\?aatli%?]rs ifeurggric\:/ggalggrioggcnir%?;gl%?S;celgglvllgﬂg ljoit;]
sources, choosing bin boundaries such that there were 50 des'ource aperture$ (Evans etlal. 2010): their uncertainties a
tected sources in each flux bin. We then constructed cumula- T ' '

. e X ; characterized by error circles whose sizes were determined
tive N > Sdistributions from each histogram. The ratio of the ¢, simulations generated by the ChaMP project (Kim &t al.
distribution for detected sources to that for all sourcesee 2007) and verified in an earlier, limited set of CSC simula-

5 We emphasize that for the remainder of this section, the tdetected” tions. ln. the (.:ase Qf multlple detec“.onS.Of the same soa_n:e,
refers to such sources, while the term “undetected” refesotirces which ~ €ITor ellipse is derived from a combination of the error leisc
failed either the source detection, quality assurance uarsignificance cri- associated with the individual detections (Evans gt al0201
teria for catalog inclusion. To characterize the astrometric properties of the CSC, sk fir
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OBSID 1672 (left) and 2312 (right)

FIG. 15.— CSC (crosses) and CDFS (circles) sources in four CDBSIDs of ~ 30, ~ 60, ~ 95, and~ 124 ksec. False sources, indicated by black arrows,
are evident only for the longest exposure.

consider the accuracy with which we can locate sources in theinternal mirror and detector models. These simulations are
frame of the observation, using simulated point sourcess Th passed through the CSC pipeline, where detected source posi
can provide a good measure of the statistical uncertairttyeof ~ tions are assigned to sky positions via knowledge of theespac
source position in the frame of the observation, but does notcraft geometry. Thus the detected positions of the simdlate
address any systematic errors in the absolute astromeidry. Tsources are both a measure of the accuracy of the pipeline
investigate these errors, we consider a subset of CSC sourcealgorithms, as well as a measure of the fidelity of KEgRX
with known counterparts of high astrometric quality, obé simulations. The correspondence betweenMRABX simula-
from cross-matching CSC positions with positions from Data tions and the true spacecraft geometry is explicitly diseds
Release 7 of the Sloan Digital Sky Survey (Abazajian =t al. in the Appendix, and it is found to be excellent.
2009). Approximately 90,000 simulated sources were identified
- - by the CSC detection pipeline and meet the criteria for in-
6.1. Statistical Uncertainties clusion in the catalog. For these sources we have tabulated
To estimate the relative astrometric precision of the CSC, input source position and flux, detected source position and
we use the point source simulations described in SeCfidn 4.2net counts from the CSC detection pipeline, and final source
and compare input and detected source positions. To be exproperties from the CSC properties pipeline. Distribusiofi
plicit, simulated sources are distributed in sky coordisand angular separation between input and detected positioas as
rays are propagated onto chip coordinates usingMiieXx
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Left: 9 ksec (OBSID 379) observations. Right: 29 ksec (OBSID 1934) observations.
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Left: 68 ksec (OBSID 4497) observations. Right: 125 ksec (OBSID 927) observations.

FiG. 16.— Detection Efficiencies for simulated ACIS-I sourcathvpowerlaw (black, left curve) spectra and blackbody (rgght curve) spectra, for sources

with off-axis angled < 5’ (solid lines), 3 < 6 < 10’ (long dash), 10< < 15 (short dash) and 15 6 < 20’ (dot). Simple statistical error bars (i.&/N) for
the last bin are shown.
function of off-axis angle® are shown in Figl_19. Median counts within 10% of 10, 100, and 250 counts. The net counts
separations range from 0.1” on-axis to~ 4" at ~ 15 off- used here are the quantities reportediayw det ect in the
axis. We find little difference in the results for the diffate CSC source detection pipeline; these are the same quantitie
input spectra, and so combine results from both in subséquenused to derive the ChaMP positional uncertainty relatiors a
analysis. to calculate the error circles in the CSC pipeline. They dif-

We use these results to revisit the question of the suitabili fer slightly from, but are well-correlated with, the net cdsi
of the ChaMP error relations for the CSC. The ChaMP error determined from aperture photometry and reported in the cat
relations are essentially functions of net countséfitto par- alog. The number of sources in each set are 2,341, 1,534, and
ticular percentiles of measured position error distrithsi at 430, respectively. Also plotted are curves for the ChaMP 95%
certain values of net counts afidTo examine how well they  positional uncertainties from eq. 12[of Kim et al. (2007}, fo
describe CSC position errors, we compare them to percentile sources with 10, 100, and 250 net counts. For all three val-
of CSC error distributions from our simulations, for apmiep  ues of net counts, the ChaMP relations lie above the observed
ate values of net counts addIn Fig.[20 we show three plots 95% percentiles (upper edges of boxes) for positional error
similar to those in Fid._19, but now limited to sources with ne distributions ford < 3. We conclude that the ChaMP uncer-
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Left: 10 ksec (OBSID 5337) observations. Right: 30 ksec (OBSID 4404) observations.
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Left: 51 ksec (OBSID 7078) observations. 118 ksec (OBSID 4613) observations.

Fic. 17.— Detection Efficiencies for simulated ACIS-S sourcase(Fig[_Ib for a description of the various components).

tainties and hence the CSC uncertainties slightly ovenadé smoothed the histograms by a simple 3 boxcar kernel, to

the actual positional errors in this range. Similarly, f@tn aid in constructing contours. Only histogram bins contagni

counts=100 and 250, the ChaMP uncertainties appear to unmore than 10 sources are shown. For exposgré8 ksec, the

derestimate the true errors fép> 8'. ChaMP uncertainties are greater than the 95% percentiles of
We investigate this result in more detail by constructing the actual position error distributions for net coug0 and

two-dimensional histograms in net counts @&dnd comput-  for most values ob for which there are sufficient data. For

ing the fraction of sources in each bin for which the sepanati  higher exposures, the ChaMP uncertainties overestimate th

between input and detected position is less than the ChaMPactual 95% percentiles for low valueséfand underestimate

95% positional uncertainty for that source. We divide ouada the 95% percentiles at larger values, as suggested by Big. 20

into four subsets, corresponding to simulation exposufes o For all exposures, the ChaMP uncertainties approximate err

~ 10,~ 30,~ 60, and~ 120 ksec (see Tahlé 1). The number distribution percentiles of80% for most of the range of net

of sources in each subset ard 3,000, 16,000, 29,000, and counts and for which we have sufficient data.

32,000, respectively. If the ChaMP relations are always and

everywhere a good measure of the CSC statistical position un 6.2. Absolute Astrometry

certainties, all histogram values should4$8.95. Images of

the hist h in FIg 21, wh h lightly e have cross-matched the CSC with 8i8SS DR-7 cat-
e histograms are shown in Fig.[21, where we have lig yalog (Abazajian et al. 2009), using the probabilistic cross
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FiG. 18.— Detection Efficiency for OBSID 2405, derived from stes de-
tected in the CDFS catalog (Alexander €f al. 2003). Effidesnfor powerlaw 100
(black) and blackbody (red, or halftone in paper versiothefdrticle) sources
in simulated ACIS-I observations of comparable exposuedrariuded.

spectral =1.7, N =3Xf0 ém

match algorithm of Budavari & Szalay (2008). We selected
objects with a cross-match probability greater than 90% and
which were classified as stars in tBBSS catalog. The result-

ing cross-match catalog contained 6,310 CHUSS pairs,
corresponding to 9,476 sources detected in individual CSC
observations, since many objects were observed severesd tim
by Chandra. We use the combined spatial error estimate
of each object pair in this catalog as the independent vari-
able and analyze the statistical distribution of the meadur
CSC-SDSS separationsp, to derive the value of any un-
known CSC astrometric error. CSC provides a 95% error cir-
cle radius, while theSDSS provides independent &-errors

in Right Ascension and declination (Pier etlal. 2003). The
combined error is derived by adding the geometric means 0.001
of the major and minor axes f@DSS in quadrature with

T

o
T

Separation (arcsec.)
|

0.01F

0 5 10 15 20

the CSC error and any unknown astrometric error, namely, | Oferemin)
Tcombined= \/ORATDec + (0-40857csd? + o2, where the numer- Sources with simulated bIackbod;Z/
ical constant 01085 is used to convert from a 95% to ar1- spectra, kT=3.0 keV, ;N = 310 “%em

errofi. The RA error bar is a true angular error bar in that a
factor of cosDeq) has been incorporated into it.

We sorted the cross-match pairs in increasing order of FIG. 19.— Distribution of angular separations between inputmeasured

) : - . _ source positions, as a function of source off-axis afigiledian separations

Ocombined INtO b|r]s Con_tammgn =100, 200, 300, and 400 are indicated by horizontal lines. Boxes indicate the 95¢péu) and 5%
sources fQI' the first 4 bins, and 500 sources thereaftera(ﬁqe | (lower) percentiles of the distribution in each bin, andticat lines indicate
bin contained 476 sources). We used smaller numbers in thextreme values.
first few bins since we assume that any unknown astrometric
error, o,, is relatively small compared to the CSC uncertain- y? of the normalized separatiopg = p/ocombined
ties, especially off-axis, and that it therefore affectsntya

those pairs with small combined errors. The statisticatidis o,

bution of the separations will therefore change more rgpidl ZPNJ

for lower values ofrcompineds VWe characterized the statistical Xﬁ ==l , (1)
distribution of separations in each bin in terms of the redic n-1

and examined the behavior g2 vs. the mean value of

ocombined iN the bins, for different assumed values of an un-
2 knownc,. As can be seen in Fig. P2, for, = 0,x2 ~ 1 for

(2r0?)L [ € 202 2nrdr = 0.95, 0rRys = 2.4480. ocombined>, 0.25” but rises steeply below this value, validating

6 For a two-dimensional, circularly symmetric Gaussianritistion, the
95% error radiusRgs is given by the solution to the integral equation
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FiG. 20.— Distribution of angular separations between inpuat mreasured source positions, as a function of source dffangled, for three values of net
counts. Red straight lines indicate the ChaMP 95% positioneertainties, as reported by Kim et al. (2007).

our assumption that a systematic astrometric error doesnat for smallerf. This result is to be expected since the simu-
at small values of combined error. A value @f ~ 0.16" lation results do not include a systematic astrometricrerro
yields reasonable values gf for all values ofocompinea and which dominates the CSGPBSS results for the small separa-
we adopt this as our estimate for the CSC systematic astrotions prevalent at smafl. When the systematic uncertainty is
metric error. Note, this value should be added in quadratureadded (as indicated by the horizontal red lines), the resud
to all CSC 1e¢ positional uncertainties in Release 1.0.1 of the in good agreement.
catalog. (This additional error is already incorporateiw in Finally, we use the CSGDSS results to investigate the
later catalog releases.) suitability of the ChaMP errors, as in Sectlon]6.1. In Eig, 24
We can use the CSSPBSS cross-match catalog to verify we show the average CSEBSS separations as a function
the simulation results derived in Sectibnl6.1. We show in of ocompineafor the data in the bins used to compute reduced
Fig.[23 a plot similar to that in Fig. 19, but now combining y? above. For values of separatign0.7” (corresponding to
results from both powerlaw and blackbody sources. We alsog < 7-8' in Fig.[23) , the two agree well, but at larger val-
plot the average CSGPSS separations in various bins é ues ,ocombined DECOMES increasingly larger than the average
The CSCSDSS separations agree well with the simulation re- separation, indicating that the ChaMP errors overestithate
sults forf 2 5, but exceed the median simulation separations true errors ford > 7-8'. This is roughly consistent with the
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FIG. 21.— Fraction of simulated sources with position erross lthan ChaMP 95% uncertainties, as a function of off-axigeah and net counts, for four
exposure times used in the point-source simulations. Qosfor fractions of 0.85, 0.9, and 0.95 are indicated.

results in Section 611, especially for exposufe& ksec. We  within 10’ of the aimpoint. For sources beyond 1here ap-

note the median exposure in CSC observationsli8 ksec. pears to be a systematic overestimate of a factor @f for
sources fainter than 3 x 10°° ph-cni?-s™t. We note, from
7 PHOTOMETRY Figs[16 an@ 17, that detection efficiency for this range 6f of

axis angle is low and falling rapidly as flux decreases, and
To assess the accuracy of Chandra Source Catalog sourc,ggest that the flux overestimates are the result of an Ed-

fluxes, we compare the input and measured fluxes of the simugington bias[(Eddington 1940), in which more sources with
lated sources. We use fluxes derived from data in CSC_sourcebositive than negative statistical fluctuations in coumésce-
regions photflux_apey. Fluxes derived from data in regions  tected near detection threshold. We have attempted toatorre
enclosing 90% of the local point response functiopbot-  for the bias using the techniquelof Laird et al. (2009), bat ar
flux_aper9Q are, in general, similar. Results for the power- gapje to account for only. 10-20% of the overestimate using

law and blackbody simulation sets are shown in Higs. 25 andhejr Equation 3. We note, however, that we use a different
for theb band and indicate good agreement for sources
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FIG. 22.— Reduced? vs. combined CSGDSS position error, for no as- FiG. 24.— Average CSCSDSS separations vs. average combined error for
sumed systematic astrometric error (black circles) anc feystematic error  cross-match pairs in the bins used in figl 22. The combinesiseinclude
of 0.16” (red diamonds). the Q16" systematic astrometric error. The dashed line has a slope of

Preliminary analysis indicates the effect is due to the as-
sumption of a monochromatic exposure map in computing
source fluxes. This assumption can lead to systematic errors
because it ignores the energy dependence of the telescope re
sponse. The size of the systematic error depends on both the
14 3 telescope response and the shape of the incident spectrum,
H H S(E). For example, in the limit of perfect background sub-

100

= L traction in spectral bany, the ratio of the estimated photon
g ! 11 L ] flux, F, to the true photon fluxg, in that band is
§ o _F| _(ABE)T) ™ X hex Clh)
S 0.1 k| ¢X == - ) (2)
3 Folx Jx S(E)dE
where the number of counts in each narrow pulse-height bin
0.01F q is
C(h) = T/ R(h,E)A(E)S(E)dE, 3
0.001 . - y ABn
o 5 10 15 20

R(h,E) is the redistribution matrixT is the exposure time,
A(E) is the effective area, am(E) is the effective area at en-
F6. 23— Distribution of ons b _ § 3 ergyE used to estimate the photon flux in the band of interest
. — (s ; : =) H ; ; ;
forlgll simuIatelztrsloﬂt:ggso(sse%pggll?.gsfore;vxeggpigﬁg:ig%efsr%gmtr:%ngf (which InCIUdeEE.)' I.n equatlor[lz, the integral in t.he denoml'
various plot components). Also plotted as red filled circies the average  nator spans the incident photon energies;, X, while the in-
separations from the CSEBSS cross-match catalog. Dashed red horizontal - tegral in the equatidi 3 spans all incident photon enerbss t
lines are the medians in each bin with the astrometric syatierarror added contribute counts to the narrow pulse height liirg AE;, .
in quadrature. To estimate the size of the systematic error de-
fined by equation[]J2, we selected from CSC release
likelihood function to explicitly account for source conta 1.1 the response functions for 282 catalog sources with
nation in background apertures (see Section 3.7 of Evarls et af | ux_si gni fi cance_b> 5 in the obsids listed in Table
(2010)). This may account for the differences, although we 1. These obsids were observed between May 2000 and July
cannot exclude the possibility of other systematic errAcs. 2006 and represent a reasonable sample of the time-degenden
ditional work is in progress to understand this effect. ACIS detector contamination in the CSC. For each source in
We also examined the fractional difference between inputthis arbitrary sample, we computesl in each band for both
and measured fluxeb ¢ Fy)/Fo, normalized by the fractional  the powerlaw and blackbody spectral models from 89, using
errors in measured fluxe$;{—Fo)/F. Here /, andF are the the CSC-archived response functions. Within this sample,
simulated and measured fluxes, dngdandF, are the lower the systematic errors from tha and h bands have no sig-
and upper confidence bounds for the measured flux. Reprenificant time dependence because those bands are relatively
sentative plots of this quantity are shown in Figs.[27—28 and unaffected by the increasing amount of detector contamina-
indicate the presence of additional systematic errorsgtt hi tion; for this samplegm, = 0.94-1.04 andg, = 0.79-0.90 for
flux limits, even for sources within 1®f the aimpoint. The  both powerlaw and blackbody spectra. The increasing detec-
effect is more prominent in theband (Fig[2B). tor contamination has a more noticeable effect onthe s-and b

6 (arcmin.)
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FIG. 25.— Comparison of input and measuredand fluxes for sources

with powerlaw spectra. Bins in red contain fewer than 100 suezments;
bins in blue contain 100-400 measurements; bins in blackagomore than
400 measurements.

FIG. 26.— Comparison of input and measuredand fluxes for sources
with blackbody spectra. Bins in red contain fewer than 10@soeements;
bins in blue contain 100-400 measurements; bins in blackagomore than
400 measurements.

bands, introducing a weak time-dependence within the range
¢s = 0.62-0.78, ¢ = 0.90-1.25 for powerlaw sources and  As|Evans et al/(2010) note, the method of calculating CSC
¢s=0.90-1.0, ¢p = 1.12—1.28 for blackbody sources. Flux energy fluxes by applying quantum efficiency and effective
measurements in the u-band are subject to large systematigrea corrections to individual event energies can be inaccu
errors for some spectral shapes; for the powerlaw spectrumrate for sources with few counts in energy bands where the
¢u =0.80-2.4, but for the blackbody spectrum, = 1-25. Chandra effective area is small and changing rapidly. We hav
The smooth curves in Figb. 147328 illustrate the effect as investigated this effect by comparing the energy fluxeswzalc
a function of /. To generate these curves we used the lated in this fashion with model fluxes calculated assuming
ISIS fakeittommand to simulate noise- and background-free our canonical power-law spectrum. Our results are shown in
powerlaw spectra for a range B§ and exposure times of 9 Figs.[29 and 30, respectively, and indicate good agreement
and 125 ksec, using canonidahandraresponse functions.  for mband fluxes for all sources, but considerable scatter for
From these spectra we computed counts inbthadsbands,  sources with fewer than 100 counts in thband. Results for
and their “statistical” {/n) errors and converted to “mea- thesandu bands are similar to those in theband. For the
sured” flux and flux errors by dividing by exposure ai(dE) b band, as indicated in Fig. B1, the fluxes show appreciable
for the band. Although the resulting curves ignore contribu scatter even for sources with more than 100 net counts. We
tions due to background subtraction and variation€ran- attribute this to the fact that some source spectra cannot be
draresponse functions with time and detector, they do repro-adequately approximated by a single power law inthand.
duce the general behavior of the observed values and add conA/e note that when we compare calculadzhnd fluxes to the
fidence to our explanation for the systematic errors at high sum of powerlaw fluxes in thg m, andh bands, the scatter is
fluxes. significantly reduced (see Fig.132).
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FIG. 27.— Fractional difference between input and measureed$luxor-
malized by measured fractional error, for sources with ptamespectra, in
theb band. The smooth curves show the predicted systematicferrerpo-
sure times of 9 ksec (blue, lower curve) and 125 ksec (receruppve).

To quantify our results, we compute a normalized differ-

ence
g=(f-p/o (4)

where f is the energy flux calculated from individual event
energies and effective areasis the flux calculated using our
canonical powerlaw spectrum, ands defined as:

U:{f—m if f>p

fni—f otherwise
Here, f, and fy; are the lower and upper bounds for the 1
credible region forff. In Fig.[33, we show histograms gffor
h band fluxes in three separate ranges ofmband counts.
In all three histograms, the percentage of sources jgjtk 2

(5)

7 The bounds are determined using Bayesian methodology $teiaal.
2010) and hence define a “credible region” in the terminolofayesian
statistics.
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F1G. 28.— Fractional difference between input and measuree@dlumor-
malized by measured fractional error, for sources with ptamespectra, in
thesband. The smooth curves show the predicted systematicferrexpo-
sure times of 9 ksec (blue, upper curve) and 125 ksec (re@rlourve).

is ~ 90%, compared with an expectedd5% for a Gaussian
distribution.

Finally, we consider sources with zero counts or only an
upper limit to the flux in one of the narrow bands. We exam-
ined events in the source regions of 7,000 discrepant spurce
with fewer than 20 counts, extracting the highest-flux photo
in the broad band. For only 10% of these sources did this
photon contribute more tharn50% of the total energy flux
in the band~3% percent had a single photon wittf80% of
the flux. This corresponds to only0.2% of the entire cat-
alog. The effect is reduced even further when background
is accounted for. In several of the cases that we investigate
in detail, the highest flux photon was actually compensated
by a large subtracted background flux in that energy band.
We conclude that- 5% of CSC sources may have underes-
timated energy fluxes or errors, but the number of cases in
which a combination of a single photon and low background
yield egregious flux estimates is negligible.



22

fa-12

1e-13

fe=14

-]

Calculated Erergy Flux (grgs—cm -5 )

le-12

1e=13

fe—14

1e-15

Primini et al.

Ta=15f , ol

F Met Counts < 100 E

=14

=15

100 = Net Counts < 400 - g

le=15 Te=14 1e=13 la=12

1e=15

le=14

fa=13 le=12

| 400 = Net Counts < 1000 S

=13

ket Cournts = 1000

le-15 Te-14 le-13 le-12

le-15

Foweriaw Enengy Flux [ergs—cm“z—s"]

le-14

1e-13 le-12

FiG. 29.— Comparison of energy fluxes calculated from individmigent energies and fluxes calculated assuming a powerlaetrsm in them band, for
sources with 4 different ranges wfband net counts.

fe-12

1e-13

Te=14

_z

Calculated Erergy Flux (ergs—cm —s )

fa=15

fe—12

fe=13

fe—14

fe-15

Met Counts < 100 3

=14

=15

100 < MNet Counts = 400

le-15 Te-14 le-13 le-12

le-13

le-14

F 400 < Net Counts < 1000

e=13

e-14

e-15

MNat Courts = 1000

le-15 Te—14 1e-13 a2

Foweraw Energy Flux (ergs—cm g™

115

1
!

le—14

113 1e—12

FiG. 30.— Comparison of energy fluxes calculated from individegent energies and fluxes calculated assuming a powerlastram in theh band, for
sources with 4 different ranges loband net counts.



FiG. 31.— Comparison of energy fluxes calculated from individmgent energies and fluxes calculated assuming a powerlaatram in theb band, for

Statistical Characterization of the Chandra Source Cagtalo

T T T T T T T
le-12F  Met Counts < 100 " e-12F 100 < Net Counts =400
1e13 F He-13 E
Te=14 F He=14 F E
-—
i
WE
o 1e=15 He-15F J
&
2
_ﬂ_]r L 1l Il 1l 1 L
.1 Tle-12 Te-14 1e-13 Te-12 Te=-13 Te-14 1e=13 le-12
LT; T T T T. T T T
@ 1e—12 F 400 <= Net Counts = 1000 | Hle-12 F MNat Courts = 1000
= C
w
E
k] 1e-13 F HAe-13F
&
ife—14 F He-14 F E
1e15F He-15F E
) L . ) ) . 1 "
1e—15 Te—14 1e-13 le-12 1e-15 le—14 1e-13 1e-12

sources with 4 different ranges bband net counts.

Foweraw Energy Flux (ergs—cm g™

1
!

T T T i T r T Ty
te-12F Met Counts = 100 " He-12F 100 = Net Counts < 400 3
1le-13 F He-13 E
te=14F He=14 F E
-
7
B{E
o la=-15F Fe-15F 4
b
2 ¥
o e L L 1 1 L 1 L
»* le=15 Te=14 1e=13 le=12 1e=15 le=14 1a=13 le=12
= . . . . . : . -
o le—12 F 400 « Net Counts < 1000 #* Fle-12 F MNet Courts = 1000
=
w
B
T 1e-13 F -1
&
fe—14 F He-14 E
1e—15F He-15F E
) L L " " ) . "
le-15 Te—14 le-13 le-12 1e-15 le-14 1e-13 le-12

Foweriaw Enengy Flux [ergs—cm“z—s"]

F1G. 32.— Comparison of energy fluxes calculated from indivicexent energies and fluxes calculated from the sum of the pawepectrum fluxes in the
s, m, andh bands.



24 Primini et al.

Percentage per Bin

MNormalized Difference g

FiG. 33.— Histogram of normalized differences between catedland
modelh band energy fluxes for source withband net counts less than 100
(black), between 100 and 400 (red, longdash) and betweerad®d.,000
(blue, shortdash). All histograms are normalized to sunO@4.
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FIG. 34.— Normalized histograms of catalog pipeline-deriveddnesses
for simulated blackbody (top) and powerlaw (bottom) sosrcélS repre-
sents the hard vs. soft bands, HM represents the hard vs.umdghnds,
and MS represents the medium vs. soft bands. Blue histogaegrtbe hard-
nesses as calculated by the CSC implementation of the Patk(2006) al-
gorithm. Black histograms are the hardnesses calculated fhe catalog
derived aperture photon fluxes. The vertical lines are thertttical source
colors for the ideal input models (i.e., using true modeldkuin a given band,
not monochromatic estimated fluxes).

8. HARDNESS RATIOS AND COLORS

properties columns). That is, in the high statistics lirttie

source hardnesses are of the form
R -F)

Hyy = B

(6)

whereF is the aperture photon flux in band Fy is the
aperture photon flux in bang andF) is the aperture flux
in the broad barftl The concept behind the colors reflecting
the values of the aperture photon fluxes is to partially nor-
malize out variations induced by spatially and temporadly d
pendent detector responses. Chief among these deperslencie
are the differing soft X-ray responses between the froatsid
and backside illuminated ACIS CCDs, as well as the time-
and position-dependent ACIS contamination that has led to a
decrease of the soft X-ray effective area over the lifetirhe o
the mission. By using hardnesses related to aperture photon
flux rather than solely counts or count rate, it is hoped that
sources with the same intrinsic colors will yield similaties
mated hardnesses regardless of observing epoch or detector
position. Note that also as defined above, we expect hard-
nesses to be bounded betwednand 1.

In reality, the source hardnesses are calculated frortothe
tal counts (source plus background) in the aperture source re-
gion, thetotal counts in the background region, and scaling
factors to convert from net source counts in the source negio
to aperture photon flux. The intrinsic hardness to be eséichat
is defined as

Hi fuxi — fyyi

o = Tt fm oy )

wherex;, yi, are the intrinsisourcecounts in bandsg andy,

i.e., the softs, medium,m, or hard,h bands, and the broad
band in this case is the sum of the individual b&hd$e fac-
torsf, are the conversion factors to transform from net source
counts in the source region to source photon flux. These fac-
tors incorporate estimates of the detector effective areh a
exposure time in the given band, as well as the fraction of the
point spread function within the source region.

The detected total counts will include a contribution from
background counts that must be estimated. Furthermore,
given the excellent sensitivity of Chandra to extremelynfai
sources, many faint CSC sources have zero net counts in one
or two bands. The catalog estimates of hardnesses must ac-
count for these effects. To this end, the CSC employs an im-
plementation of the Bayesian algorithm_of Park etlal. (2006)
This algorithm, derived by considering the Poisson natdire o
the detected counts in both the source and background re-
gions, is designed to be applicable even when no counts are
detected in a given band. Furthermore, it is designed td giel
probability distribution for the hardness ratio that is pedy
bounded betweernl and 1. Confidence limits are derived
from this probability distribution, and thus never exceed a
absolute value of 1. (This would not be guaranteed to be true
if the hardnesses were determined, for example, by a Gaussia
statistics approximation.)

8 Note that Table 1 df Evans efldl. (2010) incorrectly states tie hard-
ness ratios are calculated from energy fluxes. The desmriptithin the
text of[Evans et all (2010), and that given here, based uptimaged pho-
ton fluxes is in fact the definition used in the catalog.

9 This is to be contrasted to the broad band flux being derivpdragely

. The Chandra Source Catalog de_ﬁnes source hardness rarom the defined broad band source properties. For exan@éarbad band
tios that are meant to reflect the ratios of the aperture sourc has its own monochromatic conversion factor from net braatttcounts to

photon fluxesghot f | ux_aper _*, in terms of the source

broad band photon flux.
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We have previously noted the biases in the estimated pho-
ton fluxes in Sectiohl7, and they have also been described in
Section 2.5.2 of Evans etlal. (2010). These biases predomi-
1 nantly arise from the assumption of a monochromatic energy
band when computing the conversion factor from counts to
photon flux. The form of eq[{7), however, requires such a
single conversion factor in each band, in contrast to a con-
version factomper eventas is used in the calculation of the
aperture energy fluxes. In general we expect that the fidelity
, between the “true” hardness and the estimated hardness will
O I L e be spectrum and possibly detector-dependent.

The simulations show, however, that although the colors are
biased, there is a very good agreement between hardness es-
timates whether they are taken from the catalog pipeline or
whether they are calculated directly from the aperture pho-
ton fluxes. When looking at the results for the CSC as a
whole, we find for the actual sources in the v1.0.1 catalog
that this overall agreement between hardnesses derived fro
these two methods holds. In F[g.135 we plot contours of 2-
. D histograms comparing the CSC results for these two es-
timates. The contours are tightly gathered around a unity-
correspondence. This opens up the possibility for a catalog

oL ‘ user to calculate the expected bias in the hardnesses frgm a h
e Y 1 pothesized spectrum in a few test cases, and then using these
i . Hardness calculated biases to inform an acceptable set of hardness fil
FiG. 36.— Top: Normalized histograms of colors calculated afiyefrom tering criteria
the aperture photon fluxes taken from the CSC v1.0.1. Botfdormalized . ’
histograms of thé1ar d_* hardness values taken from the CSC v1.0.1 cata-  IN Fig.[38 we show further results for real catalog sources,
log. For both figures, the brown histogram is for the mediumsedt bands, both when defining the colors via the aperture photon fluxes
the blue histogram is for the hard vs. medium bands, and ek iistogram and as calculated via the application of the Park et al. (XOOG
is for the hard vs. soft bands. . -
algorithm. The catalog hardness histograms have peaks com-

To assess the success of the CSC implementation of théarable to those of the powerlaw simulations, albeit with
Park et al. [(2006) algorithm, we have compared the calcu-histogram tails that extend to both harder and softer col-
lated hardnesses for the simulated blackbody and powerlawPrs. For hardnesses calculated directly from aperture pho-
sources described in Sectioh 5 to both the ideal expectation ton fluxes, both the medium vs. soft histogram and the hard
based upon the model input spectra, as well as to hardnessés- medium histogram have local peaks at a hardness ratio
directly calculated from the catalog aperture photon fluxes Of 0. These peaks are due to sources that were detected in
These results are presented in Fig. 34. As can be seen fror@Nly the hard band, or only in the soft band, respectively. As
these figures, whereas the distribution of estimated hasdise  the Bayesian algorithm of Park et al. (2006) is specificadly d
peak near the ideal model input hardnesses, there are biaseédgned to properly handle cases with zero counts in a given
in the hardness. Furthermore, these biases have the apposiPand, these local peaks are smoothed out when applying this
sense for the blackbody vs. the powerlaw simulated spectra@lgorithm, as can be seen in Fig] 36.

The blackbody spectra are biased towards calculated colors

that are too soft for hardnesses involving the hard channel. 9. SPECTRAL FITS
Conversely, the powerlaw spectra are biased towards calcu- For sources with more than 150 net counts inith@nd, the
lated colors that are too hard for hardnesses involvingdfte s Chandra Source Catalog attempts to fit the observed counts
channel. spectrum with both absorbed power-law and absorbed black-

Hardness
T
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FiG. 39.— Distribution of normalized differences between fitend sim-
ulated spectral parameters for sources with more than 1&6kjband 500
(red, dashed) ndb band counts: (top) power-law slope for 3,455 sources
(black) and 802 sources (red, dashed); (bottbinYor 1,002 sources (black)
and 380 sources (red, dashed).

body spectral models. We use the simulated spectra pro-
vided as part of our point-source simulations to character-
ize the results of CSC model spectral fits. We compare in-
tegratedb band model fluxes with inpui band fluxes, using
a subset of simulated sources for which aperture photometry
yields more than 150 b band counssq_cnts_aper )} and
for which successful spectral model fits were obtained . A to-
tal of 3,455 sources were used for power-law fits, and 2,897
sources for blackbody fits. Since the CSC reports integrated
model fluxes as energy fluxes, we convert input simulated
photon fluxes to energy fluxes using the known spectral pa-
rameters described in Sectlonl4.2. We used conversiorracto
of 2.81x 10° and 664 x 107° ergs photont for power-law
and blackbody spectra, respectively. Our results are shown
in Figs.[3T and 38, and are in general similar to the results
shown in Figs[ 25 arld 26, albeit with many fewer sources. In
particular, the systematic flux overestimate for faint sesr
(<~ 1-2x 10%erg cm? s1) at large off-axis angle is evi-
dentin the spectral model fits as well.

We compare fitted spectral paramefer&T, andNy, to in-
put spectral parameters for the corresponding model simula
tions, using normalized differences like those defined icr Se
tion[d; we definef =Tty andp=1.7 forI" = 1.7 power-law
spectraf = kT andp = 3.0 for kT = 3.0 blackbody spectra,
andf =Ny ¢t andp = 3.0 x 10?° cm™2 for Ny for both mod-
els. Our results are shown in Fis] 39 40. For power-law
fits, we find a mediaf’ of 1.724 for the 3,455 sources in our
sample, with~ 96% with normalized differendg| < 2. If we
restrict the sample to sources with more than 500 net counts,
we find a mediad’ of 1.718 for the 802 sources in the sam-
ple, with ~ 93% with |g| < 2. For blackbody fits, we find a
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FIG. 40.— Distribution of normalized differences between €itt@lues and —0 5 10 15 20
simulated values for blackbody temperatlaiie Black histograms refer to the 9 .
entire sample of 2,897 sources. Red dashed histogramdaefes restricted [arcmin]
sample of 669 sources with more than 500msburce counts.
mediankT = 2.90 keV for 2,897 sources with more than 150 - et
net counts, and a medi&T = 2.96 keV for 669 sources with £ i
more than 500 net counts. In both case92% hadg| < 2. - H
We note that for both power-law and blackbody models, the ok 3

fitted spectra are slightly softer than the input spectrais Th _
result is expected, since no energy-dependent apertueceor >
tions are performed in spectral model fits. For the power-law x
fits, the median values df are consistent with the softening z

0.01

of 0.03-0.05 in spectral index estimated in Section 3.9 of oL _

Evans et dl.[(2010). —F E
For sources with simulated power-law spectra, fits con- - "H_‘

verged to valid values of botNy and its lower confidence 5'30 e &'_) — '1'0' — '1'5' — '20

bound for only 1,002 sources in the full sample and for only
380 sources in the higher net count sample. For the remain- 6 [arcmin]

der of the sources, the fitting procedure encountered therlow

bound of the search region fdd; (1.0 x 10'> cm™) before

encountering either the best-fit value or the lower confidenc FIG.41.— Fraction of simulated (a) powerlaw and (b) black-
bound. In many cases, neither were included in the parametepody point sources erroneously marked as extended in bthband
search region. We excluded these sources from analysie of th2s a function ?,‘;itf(ﬁéf("t"gn angle, &g)t‘fo)b"",‘cf ét"p)Tg‘éStf’gJag‘mé’_"

Ny distributions. The resulting distr_ibutions were skewed fo  gie) histogram includes sources withext ent _code&0x10) != 0,

both net count samples, as shown in panel (b) of[Eily. 39. Forpi i eup_war ni ng< 0.01, and(conf_code&x3) = 0. The blue

the full sample, the mediady = 1.2 x 1021 cm2 with ~ 92% (bottom) histogram includes sources wftext ent _cod_e&OxlO) =0,
having|g| < 2. For the higher net count sample, the median P' ' 8UP-Viar ni ng<0.01, and(conf _code&0xf) = 0.

Ny = 6.7 x 10?9 cmi? with ~ 90% having|g| < 2. We note . - -~

that most { 95%) sources in the full sample had fewer than €xceeds the PSF size by a statistically significant amount
1000 net counts and conclude thg is poorly determined ~ Within the corresponding spectral band. o

in the CSC fits in this count range. We do not cite a result ' "€ method used to derive the elliptical Gaussian size pa-
for Ny for sources with simulated black-body spectra since 'ameters works well for isolated sources embedded in rel-
most fits were unable to converge to valid best-fit values or &tively smooth background emission, but it performs less
confidence bounds in the range of parameter space used in thggliably when the density of sources is high enough that
fitting routines. We attribute the additional insensigif the ~ SOUrce regions overlap. The ellipse derived for a confused
fiting statistic toNy to the relatively high temperature of 3 POint source may not give an accurate measure of the source

keV used to simulate the blackbody spectra. size. For each catalog sourcepnf _code indicates the
nature of the overlap with nearby sources. For example,
10. SOURCE EXTENT (conf_code&0x3) = 0, indicates that the source de-

tection region overlaps no other source detection region.
__The raw extent of Chandra Source Catalog sources(conf code&0xf) = 0, indicates that the source detec-
is parameterized by elliptical Gaussian sigma values tjon region overlaps no other region and the background re-
(mr_axis_raw_ b, mr_axis_raw_b).  For each gion gverlaps no other source detection region.
CSC source, a corresponding raw PSF elliptical Gaus-~ complicated image morphologies that arise from photon
sian psf_mj r_axi s_raw_b,psf_mmr_axi s_raw_b) pileup in bright sources may also confuse automated source
is derived by processing an SAOSAC simulation using the gytent measurements. The associgied eup_war ni ng

same software. For robust comparisons of raw source,| e mav be used to gauge the importance of bhoton pileu
size (RSS), it is convenient to define the RSS aas foragive?ﬂ/ source. 95id P P predn

(af+o—§) 1/2/\/5, whereg; are the elliptical Gaussian semi- We define thefalse extenfraction, fx, as the fraction of
axes.ext ent _code bits are set when the raw source size detected point sources that are erroneously identified as ex
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FIG. 42.— Size distribution of power-law sources detected With 2.5'. FiG. 43.— Size distribution of power-law sources detected &ifh < 6 <
The histograms include only sources that hewe_cnt s_aper _b > 25, 4.5'. The histograms include only sources that have_cnt s_aper _b

pi | eup_war ni ng < 0. 01, and( conf_code&0xf) = 0. The black > 25, pileup_warning < 0.01, and (conf_code&0xf) = 0.
curve shows 1,850/ARX-simulated point sources. The blue curve shows The black curve shows 1,548\RX-simulated point sources. The red curve
3,339 SAOSAC-simulated point sources. The red curve shq@893CSC shows 2,565 CSC catalog sources. The blue curve shows C$¢sdalling
catalog sources; 33 of the selected CSC sources have0.85’. The on ACIS-S. The green curve shows CSC sources falling on ACIS-

green curve shows CSC sources meeting the above critetial8tahave

| = . L
(extent_code&0x10) 1= 0. as extended even though their raw source extent falls within

the point source size distribution. For many of these s@jrce

tended because of source confusion, or photon pileup, or an)g‘.e extent_code bit was set erroneously because, for
other reason such as a flaw in the method used. We used'ight sources witlf S 3.5/, the uncertainty on the source
the MARX point source simulations described i1 84.2 to es- SiZ€ Was underestimated, sometimes falling belal/.0As
timate fy as a function of off-axis angle. Because M&RX- a result, some point sources were flagged as extended even
simulated sources are known to be point sources, any nonthough the raw source size estimate exceeded the PSF size
N . T 1 " i ini i
zeroext ent _code bit is, by definition, erroneous. Fig. 41 €stimate bys 0.17. Imposing a minimum Source size un-
shows theb band false extent fraction as a function of off- Ccertainty of 01%, 379 CSC sources (81% of which have
axis angle for powerlaw and blackbody sources. The black? <2 and 98% of which havé < 3.5)) W<OU|,d be reclassi-
curve shows the false extent fraction based solely on thefied fromextendedo point-source Foré S 4/, this change
ext ent _code determined from the measured raw sizes of IN Source size uncertainty eliminates most of the overlap be
source and PSF and the associated uncertainties. The red arf¢€€n the size distribution of point-sources and the sigeidli
blue curves in FigC41 show that, by modifying the source ution of sources flagged as extended. We note that many of
extent criterion to exclude confused and piled sources, oneth€ affected sources also hgveonf _code&0xf) != 0

can greatly reduce the false extent fraction. Source cnfus ©F Pi | eup_war ni ng> 0.01, making theext ent _code
is the most common source of error because bright p"ed_upvalue somewhat questionable for the reasons discussed.abov

sources are relatively rare. At off-axis anglesd > 4, the CSC source extent distribu-

Because théVARX and SAOSAC simulators have been tionappears consistent with that of thiaRX-simulated point
tuned to closely approximate the ChandraPSF, we expecSOUrces (see Fif. #3), suggesting that few genuinely estend
close agreement between the point-source size distributio SCUrces appear in the CSC catalog with- 4°. Additional
derived fromMARX and SAOSAC point-source simulations WOrK is in progress to understand this effect. o
and the size distribution derived from CSC point sources: Fu __For off-axis angles3< ¢ 5 10/, the point-source size dis-
thermore, any extended sources appearing in the CSC shoul ibution is somewnhat bimodal, consisting of a blend of two
appear as a tail extending above the point-source sizébdistr  °road peaks corresponding to sources detected on ACIS-|
tion. Such extended sources should also be flagged with on@nd_on ACIS-S, respectively (see FIg.l43 and Fig. 18 of
or more non-zerext ent code bits. Evans et dl. 2010). The median imaging PSF on ACIS-I is

Fig. @2 shows the distribution of RS®, among CSC somewhat smaller than the median imaging PSF on ACIS-S
sources andVARX- and SAOSAC-simulated point-sources because the ACIS-1 CCDs are positioned along the imaging
with off-axis angled < 2.5'. TheMARX point-source distribu- focal surface, while the ACIS-S CCDs are positioned along
tion is broader than the SAOSAC point-source distribtion be the Rowland torus of HETG.
cause thdVARX simulations sample much fainter sources. In
contrast, the SAOSAC sources are uniformly bright because 11. VARIABILITY
they were created primarily to provide an accurate measure As described in_Evans etlal. (2010), the Chandra Source
of the PSF size. The close agreement between the simulate@atalog utilizes three variability tests: Kolmogorov-3naiv,
point-source size distributions and the observed CSC point Kuiper, and Gregory-Loredo. Results from these tests are
source size distribution confirms the accuracy of ©ieRX stored as a probability, that the lightcurve in a given band
and SAOSAC simulations. A population of apparently ex- for the indicated variability test inot consistent with being
tended CSC sources is visible as tail extending404”. constant (i.e., pure counting noise, modulo source visjlak

A number ofb band CSC sources with< 2.5 are marked  described by the good time intervals and the time-dependent
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lightcurves with mean counts just below the threshold).

We simulate 40,000 lightcurves at each of seven differ-
ent lengths ranging from 1ksec to 160ksec and 8 different
mean rates ranging from 5.6e-4 cps to 3.2e-2cps, for a total
of 2,240,000 simulations. Histograms of the test results fo
the longest, brightest lightcurves are presented in[Eigak4
though results for lightcurves of different lengths and mea
rates are comparable. We find that for the most part, the
Kolmogorov-Smirnov and Kuiper tests yield the expected re-
sults for the white noise lightcurve. That is, the cumulativ
fraction of simulated lightcurves with test results inding
variability decreases with the significance level of theitss
Given that FigC 44 represent 40,000 lightcurves, we find as
expected~ 400 simulations that (falsely) indicate variability
at> 99.9% confidence. Note, however, that the Kolmogorov-
Smirnov test and especially the Kuiper test each show a small
> 4 deficit of lightcurves with high variability significanceMels.

We attribute this primarily to the effect of pileup on the gen
O =log, (P erated lightcurves. Thgase defipits are small, howeve(, and w
find that the usual notion of significance levels applies well
FIG. 44.— Cumulative fraction of simulated white noise lightees (dura- g)rrmﬁ(s)?/ Esl:,]rgulial'}ie%r“,?egtéurves when using the Kolmogorov-
tions of 160 ksec and mean rates of 0.032 cps) detecteddwithiog, o(P™1) p : . . .
greater than the-axis value.P is the probability that the lightcurve is con- The Gregory-Loredo test assigns even fewer white noise
sistent with a constant lightcurve. Black line (top) is fbetKolmogorov- lightcurves to formally significant statistic levels. It ii-
St e, e I (i o o e Kuor e andfve s b he  portant o remember, however,that the Gregory-Loredo tst
Iineg cglrrespond to the minim.um-valuesgfor Whngll’l the CSC variabil%y |);1 IS answering a more restnctl\{e questlon. Rather thar! ask-
dex (based upon the results of the Gregory-Loredo test)cuoeilset to 5, 6, ing the simple question, “Is this lightcurve consistenthdt
7, or 8 (left to right). constant rate?”, it is instead asking, “Is a uniformly bidne
lightcurve with multiple time bins a better description e
) ) ) ) single bin, constant rate lightcurve?”. The Gregory-Lared
fraction of the source region that falls on an active portibn test, for example, is not well-suited for discovering a &ng
the detector). For purposes of characterization, a motfeluse - ghort flare interspersed in an otherwise steady lightciiee.
probability isP = 1-p, which can be taken as the probabil- finq that the Gregory-Loredo test (which, again, is the basis
ity that a constant lightcurve would have falsely indicatleel o the CSC tabulated variability indices) yields fewerstal
detected level of variability. It is further convenient take positives; however, as we show below, it is also less sensi-
the negative log, of this quantity, i.e., defin® = log;o(P™).  tive to real variability. The Gregory-Loredo test is thenef
This can be thought of being similar to the log of the odd®rati a3 somewhat more conservative measure of variability than ei
that a variable lightcurve is a better description than astaomt ther the Kolmogorov-Smirnov or Kuiper tests.
one. (Although the odds ratio is properly a Bayesian con- \We next turn to the question of sensitivity to real lightaairv
cept, and hence applicable only to the Gregory-Loredo test,variability. We simulated red noise lightcurves with thenga
we define the quantitp for the Kolmogorov-Smirnov and  |engths and mean rates as for the white noise simulations;
Kuiper tests via their frequentist probabilitipsas above so  however, we further considered a range of 12 fractional rms
that we can more easily compare results from the threejtests.|evels, ranging from 1% to 30%. We performed 6,000 sim-
For much of the characterization work that follows, results ylations for each combination of lightcurve length, mean
are presented in terms of this quan@y Note that even for  rate, and fractional rms, yielding a total of 4,032,000 sim-
a “good” variability test, a fractionfp, of lightcurves with a  ylations. The cumulative fractions of simulated lightasv
constant mean rate should yield probabilites fp, orequiv-  above a given significance threshold, for a subset of simdlat
alently,O > log,(f51). lightcurve lengths, rates, and fractional rms values, hoavs

We first assess this expected property of the variability in Fig.[45. The variability tests performed on these simula-
tests by applying them to white noise simulations. For pure tions — for lightcurves that are sufficiently bright, longgdor
white noise simulations, at least for the Kolmogorov-Smirn  variable — clearly indicate variability above and beyond th
and Kuiper tests, we expect that the cumulative fraction of expectations of pure white noise.
lightcurves withO greater than a given valug, will follow To further quantify the meaning of “sufficiently bright,
10*. Some deviations from this relationship are expected long, and/or variable”, in Fig.46 we present what essdptial
for two reasons: First, we include a simple model of pileup amount to “variability detection probability” contours as
and assume that the pileup parameter 0.5 (i.e., thereisa  function of rms variability k-axis) and mean lightcurve rate
0.51) probability thatn piled events will be detected as a (y-axis) for a variety of lightcurve lengths (individual pan-
single good event). This will tend to suppress statisticad-fl  els). For example, here we choose as a “significant” detec-
tuations for the brighter lightcurves (Davis 2001). Secang tion threshold a variability test value 6> 2. The calculated
apply the lower count cutoff used within the catalog by netin fraction of simulated lightcurves that yield a variabilgig-
cluding any lightcurves with fewer then ten counts, and thus nificance above this value is a measure of the sensitivity of
we are suppressing some range of inherent Poisson vagabili the tests for these particular types of lightcuBles
(fluctuations to low counts from lightcurves with mean caunt
just above the threshold, and fluctuations to high counts fro 10 The simulations create lightcurves withmeeanpower spectral density
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FIG. 45.— Cumulative fraction of simulated red noise light@s\(durations of 50 ksec) detected with= IoglO(P‘l) greater than the-axis value.P is the
probability that the lightcurve is consistent with a constaghtcurve. Lightcurves used in the left figure have a mede of 0.0032 cps, while those used for the
right have a mean rate of 0.032 cps. For each, solid linesoardghtcurves with 30% fractional rms, and dash-dot linesfar 7.5% fractional rms. (Orange
lines are 10%.) Black lines correspond to the Kolmogorov-Smirnov tekighines to the Kuiper test, and red lines to the Gregoryedortest.
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FIG. 47.— Histograms of variability results from the CSC, foffefient
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F1G. 48.— Cumulative fraction of sources from the CSC (exclgdinurces
that dither across a chip edge) that exceed a given vatjakiljnificance
(expressed a® = IoglO(P‘l) = —log;o(1- p)) for the three variability tests
performed in thelf) band. Black histogram (top) is for the Kolmogorov-
Smirnov test, blue histogram (middle) is for the Kuiper testd red his-

In general we see that the Kuiper test is more sensitivetogram (bottom) is for the Gregory-Loredo test. The orartgaight line is
than the Gregory-Loredotest. (The Kolmogorov-Smirnot/tes the expectation for constant rate lightcurves, subjecy tmlPoisson noise.

yields contours similar to the Kuiper test.) Not unexpebted
the brighter, more highly variable, and longer the lighteyr
the more sensitive the tests. Ideally, for a set of truly-vari
able, well-observed lightcurves and a chosen thresholidhéor
value ofO = log, ,(P™1), we hope to find that the fractiofc,

of lightcurvesexceedinghis threshold to bé. > P =107°.
For many realistic parameter regimes, howewet0% of the

The grey vertical lines are the boundaries for the catalo@biity indices
(based upon the Gregory-Loredo test) 5, 6, and 7.

scured by interstellar absorption), and intrinsic sourcper-
ties.

We next turn to the significances as determined by the vari-
ability tests. Examining the three different test resuitshie

simulated variable lightcurves are in fact detected asgpein S M. h, andb energy bands individually, we find that be-

variable withO > 2 (or equivalentlyP < 1072). This is to be

borne in mind when considering the catalog results which we

discuss below.

Results from applying the variability tests to CSC sources
are shown in Figl_47. Specifically, we show histograms of

the variability indices (derived from the Gregory-Loredstt

Evans et dl. 2010) in each of the ACIS energy bands used i
the catalog. Note that here we have excluded any source tha

dithers over a chip edg® Of the over 90,000 sources ex-
amined, nearly 13% have a maximum variability inde,
and nearly 6% have a maximum variability index7. These
two variability indices represent, respectively, 90% and
> 99% confidence that the source is better described by
uniformly binned, variable lightcurve rather than by a whit
noise lightcurve. Théd band shows the most highly signif-
icant variability detections, most likely due to the incsed
counting statistics available for this band. Otherwisdede
tion significance tends to decrease from the hartdstthe
softestu bands. This is likely a combination of detector prop-
erties (ACIS-I has very little sensitivity in theband and has
reduced sensitivity in theband compared to ACIS-S), obser-
vational properties (e.g., the soft energy bands are ealsily

11 Corrections are made in the variability tests for the fractdof source
area that is on a chip at any given moment. However, in reléadé of
the CSC there is a programming error that affects any nege-edurce that
dithers onto a chip that was either turned off or was otherwiscluded from
processing. Although such sources are a small minority lohedr-edge
sources, they are difficult to automatically identify in ddeads of the source
properties. Therefore, unless otherwise noted, the eeslitiwn here exclude
all sources that dither over a chip edge.

n

a

tween 4-16% of the lightcurves hag@> 2, and 1-7% of
the lightcurves hav® > 3 (again, roughly corresponding to
the > 90% and> 99% confidence levels for significant vari-
ability, respectively). Within each energy band, the loeed

of the percentage range is for the Gregory-Loredo test (whic
again, is asking a more stringent question than merely is the
lightcurve variable), while for all tests the soft band slsow
ihe smallest percentage of significantly variable lightesy
consistent with the results of the catalog variability oef
discussed above.

At the above respective significance levels, we expect that
< 10% and< 1% of an ensemble of white noise lightcurves
would show comparably significant results. Thus we see that
up to approximately 5—-6% of the CSC sources (i.e., the ex-
cess above the 1% of sources we expect to ha@e> 3) are
detected as being truly variable. This is to be compared to,
for example, the< 1% of detections (2,307/246,897) classi-
fied as variable in the 2XMM catalog (Watson et/al. 2009).
In practice, for the CSC as a whole a significant popula-
tion of variable sources begins to appear at variabilitydesl
> 5 and variability test value® > 1. This is illustrated in
Fig.[48, which shows the CSC variability test results forlthe
band. Here we show the cumulative fraction of sources with
O =log,,(P?) greater than a given value for each of the three
tests. This is to be compared to the white noise expectation
that the curves follow 10. Excesses above this line represent
populations of significantly variable sources.

In practice, one would identify variability in a subset of-ca
alog sources by choosing a threshold valueDof Sources
with O exceeding this threshold would be identified as vari-
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are slightly higher than those quoted above, but not dramati
cally so. There is likely some additional false variabiligso-
ciated with dithering over the edge, but this does not doteina
the results from these sources if one choose a test threshold
Oo=2.

Although we have not performed simulations to assess the
sensitivity of our procedures for detectimger-observation
variability, as for the intra-observation variability tedis-
cussed above we have conducted a preliminary assessment
of the actual CSC v.1.0.1 results. The CSC includes mas-
ter source variability probabilitiesjar _i nt er _prob_x,
that represent the probability that the multiple obseorsi
that comprise a given master source mp¢consistent with a
constant flux in a given energy band. To be consistent with
our prior discussion of intra-observation variability, again
Lo N convert these probabilitiep, into a quantity similar to a log-

0 1 2 3 arithmic odds ratioQ = log,,(1— p). We again consider the
cumulative fraction of sources above a given valDeAgain,
O=log,,(P) even for non-varying sources, we expect by random noise for
10% to haveD > 1, 1% to haveD > 2, etc. Results for master

FIG. 49.— Cumulative fraction of CSC v.1.0.1 master sourcesfmised sources comprised of two or more individual observatiors ar
of two or more individual observations) detected with irteservation vari- presented in Fiﬂg_
ability above a given value @ = log,o(P*), greater than the-axis value. The selection of master sources comprised of two or more
Bottom line (orange) is for tha band, followed by thes (red), m (green),h s . L .

(blue), ancb (purple) bands. The straight line (brown) is 10and again is  individual observations (necessary for the definition déin
the expectation for random noise fluctuations. observation variability) limits the selection to 17,538que
master source IDs. It should be noted, however, that al-
able. A low threshold would yield a larger number of variable though there are multiple observations for each of these mas
sources, but also a larger fraction of “false positives”. On ter sources, each energy band is not necessarily significant
the other hand, choosing very high test significances for thedetected in each individual observation. This is reflected i
threshold will reduce the number of flagged sources. For theFig.[49, where thei band is seen to be skewed towards ex-
catalog as a whole, choosi@p> 2 in either the Kolmogorov-  tremely low inter-observation variability significance.hi$
Smirnov or Kuiper test, or nearly equivaleftha variability is unsurprising as the band flux might have been signifi-
index> 7, maximizes the difference between the cumulative cantly detected in an ACIS-S observation, yet remain unde-
histograms for the detected and white noise significancps. A tected in an ACIS-I observation. In general, we see that the
proximately 6% of the sources will be flagged as variable, of harder bands, and especially théand, follow more closely
which ~ 17% are likely false positives (i.e., 1/6, as we ex- the expected I8 behavior for low values oD.
pect 1% of non-variable sources to achieve such high test sig  We see, however, that all energy bands show a tail of
nificance values). Given that the Kolmogorov-Smirnov and largerO values that represent the significant detection of inter-
Kuiper tests have very well-characterized properties foitev ~ observation variability. This tail is most pronounced foe t
noise lightcurves, those test results can be used as a guide band, where~ 20% of sources hav® > 1, and 10% of
for assessing variability in any sub-populations takemftbe sources hav® > 2. Thus, approximately 10% of all master
catalog. Those tests specifically should allow users to®foo sources comprised of multiple observations show significan
their own optimization of number of variable sources vscfra  inter-observation variability. Furthermore, choosingetes-
tion of false positives. The Gregory-Loredo test, havirgsle tion critereon ofvar _i nt er _pr ob> 0.99 identifies these
well-characterized white noise properties, is less wéiliesl sources, with onlyS 10% of them being “false positives”.
for that task; however, its chief advantage lies in the faat it
also provides an estimate of the lightcurve which can be used
in more sophisticated analyses. 12. CONCLUSIONS

We separately have analyzed the variability from cat- The Chandra Source Catalog is intended to be a general re-
alog sources that dither over a chip edge (by selectingsource for astronomers at all wavelengths. It differs from t
the approximately 38,000 sources withdge code or many excellent Chandra catalogs derived as part of specific
mul ti _chi p_code > 0). To minimize issues arising from  scientific programs in that its data selection and analysis p
the programming error related to sources dithering ontdfan o cedures are not optimized for any particular scientific goal
or excluded chip, we did not include any sources from ObsIDs With few exceptions, data from all detectors active in each
with an excluded chip. (A list of such Obslds is maintained on observation are included, and data from all observatioes ar
the CSC website.) The results are very similar to the above.processed in a uniform manner with a uniformly defined set of
17% of those sources have a maximum variability inges, source properties. The statistical characterizationistuge
and 7% have a maximum variability index7. Examining present here are based on extensive simulations and compar-
the three different test results in four energy bands séglgra  isons to other catalogs, and illuminate the differences®en
we find that between 5-17% of the lightcurves héve 2, the CSC and other Chandra catalogs.
and 2—7% of the lightcurves ha@> 3. These percentages  The first release of the Chandra Source Catalog includes a

large fraction of all ChandraACIS non-grating observagion

12 For theb band, sources with a variability index of 7 have a mean value made in the first eight years of the Chandra mission. Signifi-
of O = 2.4 for the Kuiper test an® = 2.3 for the Kolmogorov-Smirnov test. cant characterization results include the following.

0.1

Cumulative Fraction, O>x
0.01
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e The catalog contains 94,700 distinct X-ray sources e Extended sources with sizes of a few arcseconds can be
from ~ 3,900 separate ACIS observations. detected within~ 2.5’ of observation aimpoints; fur-
ther work is required to fully characterize CSC extent

e The total sky coverage is- 320 deg? for sources capabilities farther off-axis.

Wm; a 0-§2—7_-P keV photon flux greater than 4 x e Choosing a 99% confidence level for source variabil-
10~phcn®s™. ity (using either the Kuiper or Kolmogorov-Smirnov
tests), 6% of all CSC sources are found to be signifi-
e Detection efficiencies are: cantly variable. Less than 1/6 of these detections are
expected to be false positives.
— typically near ~ 100% for sources within~ o Approximatel 0 -
g . . y 10% of all master sources com
5 (gf the _az'”Jfo'”t and brighter thas 1-3x prised of multiple observations show significant inter-
16 phcnt©s™, depending on exposure, and observation variability. Less than 10% of these detec-
— ~50% or better for sources betweerb—10 off tions are expected to be false positives.
axis. Results presented here apply to the Release 1.0.1 of the

Chandra Source Catalog. However, they should also apply
e False source detections appear to cluster near chipto ACISCSC sources in incremental Release 1.1, which was
edges and the boundaries between back- and front-made public in August, 2010. ACIS analysis procedures do
illuminated chips, but the false source rate is apprecia-not, in general, differ between releases 1.0.1 and 1.1. The
ble only for observations with exposures longer than latter does, however, include HRC-I data, and although HRC-
~50 ksec. | analysis procedures are not different, its different ciete
characteristics merit additional characterization. Aiddil
e Fewer than~ 1% of the sources in the CSC are spuri- HR|C-I characterization results will be presented whenlavai
able.
ous: We wish to thank the anonymous referee for a very careful
and detailed review of the manuscript.

The characterization analysis made extensive use of the
CIAO and ChIPS software packages, developed by the Chan-
dra X-ray Center, the SAOImage DS9 imager, developed
e Systematic errors in photon fluxes inlcude an over- py the Smithsonian Astrophysical Observatory, the ISIS

estimate of a factor ofS 2 for sources fainter than software package, developed by John Houck of the MIT

~ 3x10%phcni?s™? and at off-axis angleg > 10, Kavli Institute for Astrophysics and Space Research, the S-

due at least in part to an uncorrected Eddington biasLang software package, developed by John Davis of the

when detection efficiency is low. Additional system- MIT Kavli Institute for Astrophysics and Space Research,
atic errors at higher fluxes include both underestimatesand the TOPCAT (www.starlink.ac.uk/topcat) and STILTS
and overestimates ef 10—30%, depending on energy (www.starlink.ac.uk/stilts) software packages, devebbpy
band and source spectrum, and are attributed to the uséark Taylor of Bristol University, UK.

of a monochromatic effective area in computing fluxes.  The authors acknowledge the support of the National Aero-

Systematic errors im band fluxes can beg, 30%, for nautics and Space Administration via grants NAS 8-03060

some source spectra. and SV3-73016.

e Average positional errors of CSC sources range from
~ 0.2" on-axis to~ 4" at~ 14 off-axis.

APPENDIX
A COMPARISON OF THE MARX AND SAOTRACE PSFS

MARXT (Model of AXAF response to X-rays) is a suite of programs gesi to simulate the on-orbit response of the Chandra
X-ray Observatory. It was used for release 1.0.1 of the agtial characterize the detection efficiency, flux accurany,ralative
astrometry via point sources simulated at various off-arigles, energies, and instrument configurations. To bettéerstand
the accuracy of the characterization, it is important tovkiow well theMARX Point Spread Function (PSF) approximates that
of the telescope. It is far beyond the scope of this work toeralirect comparison of the simulatelRXPSF to that of actual
flight data. Instead, we compare thBRXPSF to that of the high-fidelity High Resolution Mirror Assiei;m(HRMA) ray-trace
programSAQTTr ace, which has undergone extensive pre-flight and post-fliglithiegion.

The shape of thebservedPSF is a complicated non-linear function that depends upmmaber of variables including off-
axis angle, energy, instrument configuration, detectiomlen@nd source flux. Since incident photons first interadh wie
ChandraHRMA before arriving at the detector, the obseng&fd B a convolution of a HRMAPSF and detector PSF. The detecto
PSF consists of an astigmatic component caused by de\gatiotme detector geometry from that of the ideal focal swfac
component due to the use of finite size detector pixels, andtansic component that arises from the interaction ofgtheton
with the detector. With the exception of the latter, the fertwo components are purely geometrical and are handlestmight
forward manner by th&ARX raytrace. Positional uncertainties from the physicalratéon of the photon with the detector are
handled statistically by assuming an additional gausdiamvthenMARX constructs event coordinates.

The HRMAPSF may be broken into two parts. The firstis a compobiheat dominates the core of the PSF and is a consequence
of misalignments and low spatial frequency deviations fitben perfect type-1 Wolter geometry. The second part gives to

13 http://space.mit.edu/cxc/marx/
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FiGc. 50.— The ACIS-I encircled energy radius at the 10, 50, 96, @Hpercent levels as a function of off-axis angle for vasienergies

the scattering wings of the PSF and is caused by high frequanéace errors or microroughness. In principle, giventaibksl
geometric model of the mirror, the core of the PSF could beukited via ray-tracing. HoweveMARX lacks the detailed
geometric details of the HRMA but instead assumes perf@et-tyWolter geometry for each of the mirror shells and takes i
account misalignments between thelARX models the low spatial frequency deviations from the idealt®¥y-1 geometry by
rotating the surface normal at the intersection point ofyaai@aout a random direction perpendicular to the normal by allsm
angle chosen from a gaussian distribution. The scatteringswof the HRMAPSF are treated statistically BBRX using a
parametrization developed by van Speybroeck et al. (1988edBeckmann & Spizzichino (1963) scattering model.

The encircled energies of tMARX andSAOTr ace ACIS-IPSFs as a function of off-axis angle at various eresrgire shown
in Fig.[50; the corresponding PSFs for ACIS-S are depictédgricl. From these plots one can see that beyond abofft&xis,
the MARX andSAOTT acePSFs agree quite well. This agreement can also be seen {BZigihich shows 2d encircled energy
contours for a 20off-axis source. Fig. 33 shows that on-axis, the encircteatgies of thaVARX andSAOTr acePSFs agree out
to about 90 percent of the integrated flux, but differ in thattering wings.

The fact that th&ARX andSAOTT acePSFs agree far off-axis, but disagree near on-axis in thgsghould not be surprising.
The various statistical parameters tM&RX uses to characterize the PSF were tuned to match the HigleBfficTransmission
Grating Spectrometer’'s (HETGS) on-axis Line Spread Fondfi SF) as determined through HETGS observations of Capell
(Canizares et al. 2005). Due to the lack of adequate coutitgiwings of the LSF, only the parameters influencing the RB& ¢
could be determined with sufficient resolution. The use efHIE TGS for this purpose is a reflection of the fact tMaRX started
out as a simulator for the HETGS. In contrast, the on-®A©Tr acePSF was compared to HRC-I observations of Ar-Lac
Jerius, Gaetz & Karovska (2004), where the residuals in tihhe of PSF were estimated to be less than 10 percent. The wings
of the SAOTr acePSF were accessed using the zeroth order HETGS data from se&®@kservation of Her X-1. From this
observation, the uncertainties in the flux of tB&OTr ace wings were estimated to be at least 30-50% (see the disouskio
Xiang, Lee & Nowak 2009).

For near on-axis sources, the relative positional accuiacyhe sky tangent plane system between M&RX and
SAOTr acePSFs was determined by comparing the tangent plane losatibthe centroids of their PSFs. For such cases,
we foundMARX to be consistent witSAOTT ace to subpixel accuracy.

Centroiding was less useful for far off-axis sources whheedistortions in the core of the PSF become quite noticeable
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FiGc. 51.— The ACIS-S encircled energy radius at the 10, 50, 90 9&percent levels as a function of off-axis angle for vasienergies.

this situation, the intersection of the shadows caused &HRMA support struts as seen in the sky tangent plane camtrdin
system was used to determine the source position. The adt@effects associated with the different path lengthsagéfrom

the HRMA to the detector surface mean that the strut shadaystot have a common intersection point in the sky and datecto
coordinate systems. This is particularly noticeable far ACIS-S detector planes, which were designed to approxwirtint
Rowland surface of the HETGS causing them to be offset froeninfaging focal surface. The accuracy of this method was
estimated to be less than 2 arc-seconds for sources 25 artanioff-axis.

The previous technique was used to compard/#eXPSF to that of the Chandra observation (OBSID 1068) of LMC, Xt
served 24.8 arc-minutes off-axis. A Level 2 event file wasit@é usingCIAO 4.2 and loaded into SAOImagis 9 Joye & Mandel
(2003) to view the (binned) source events in the sky tangangmsystem. Using the intersection of the strut shadowssitbed
above, the source was estimated to have a right ascensigh3ifi%t0.0002 degrees and a declination of -69.7488%0028
degrees. These values were used to to specify the sourd®pdsr a MARX point source simulation of OBSID 1068. The
resultingMARX event file and the Chandra observation level 2 event file veerddd into SAOImage ds9 to visually compare the
observed and simulated PSFs by “blinking” one against therotAs expected, qualitative differences were seen in dhe of
the PSF but the positions of the support strut shadows wendyren top of one another with a registration uncertaintinested
to be less than two sky tangent plane pixels, which is cagrsistith the uncertainties in the source position estimatadg the
support struts.
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